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Abstract

Lyapunov’s second theorem is a standard tool for stability analysis of ordinary differential equations. Here we introduce a theorem which can be viewed as a dual to Lyapunov’s result. From existence of a scalar function satisfying certain inequalities it follows that “almost all trajectories” of the system tend to zero. The scalar function has a physical interpretation as the stationary density of a substance that is generated in all points of the state space and flows along the system trajectories. If the stationary density is bounded everywhere except at a singularity in the origin, then almost all trajectories tend towards the origin. The weaker notion of stability allows for applications also in situations where Lyapunov’s theorem cannot be used. Moreover, the new criterion has a striking convexity property related to control synthesis.
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1. Introduction

Lyapunov’s second theorem has long been recognized as one of the most fundamental tools for analysis and synthesis of nonlinear systems. The importance of the criterion stems from the fact that it allows stability of a system to be verified without solving the differential equation explicitly.

The original work of Lyapunov in the late 19th century was devoted to problems from astronomy and fluid mechanics. In the 1950s, it was applied by Chetayev to aeronautical stability problems and by Lur’e and Letov for nonlinear control problems. The ideas were promoted in the 1960s by Kalman, Lefschetz and La Salle and have found widespread applications since then [6,12,22,11,9,15].

Lyapunov functions play a role similar to potential functions and energy functions. Moreover, when asymptotic stability of an equilibrium has been proved using Lyapunov’s theorem, input–output stability can often be proved using the Lyapunov function as a “storage function” [25].

It is surprising to find that Lyapunov’s theorem has a close relative, presented here as Theorem 1, that has been neglected until present date. This is even more striking as the relationship between the two theorems is analogous to the duality that has been used since 1940s for closely related problems in calculus of variations [10,26,24,21]. The new result is similar to the Bendixson–Dulac theorem for two-dimensional systems [1], a result which also has other generalizations to higher dimensions [23,17].

The outline of the paper is as follows. The new convergence criterion is presented in Section 2 and followed by a few examples. The relationship between Lyapunov functions and density functions is discussed.
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In Section 3 and the duality is explained from an intuitive viewpoint in Section 4.

In Section 5 we make a connection to more recent work on feedback control based on Lyapunov functions [3,8,13,14]. Some of the difficulties in stabilization of nonlinear systems can be associated with the fact that the set of “control Lyapunov functions” has a difficult structure. For some systems, it is not even connected. It is therefore interesting to note that the corresponding set for the new convergence criterion is convex.

The full proof of the main theorem is not given until Section 6. The argument is based on a theorem for abstract measures which is also useful in the proof of many other related results.

The notation

$$\nabla V = \begin{bmatrix} \frac{\partial V}{\partial x_1} & \cdots & \frac{\partial V}{\partial x_n} \end{bmatrix}, \quad V : \mathbb{R}^n \to \mathbb{R},$$

$$\nabla \cdot f = \frac{\partial f_1}{\partial x_1} + \cdots + \frac{\partial f_n}{\partial x_n}, \quad f : \mathbb{R}^n \to \mathbb{R}^n$$

will be used throughout the paper.

2. The main result

**Theorem 1.** Given the equation \( \dot{x}(t) = f(x(t)) \), where \( f \in C^1(\mathbb{R}^n, \mathbb{R}^n) \) and \( f(0) = 0 \), suppose there exists a non-negative \( \rho \in C^1(\mathbb{R}^n \setminus \{0\}, \mathbb{R}) \) such that \( \rho(x) f(x)/|x| \) is integrable on \( \{ x \in \mathbb{R}^n : |x| \geq 1 \} \) and

$$[\nabla \cdot (f \rho)](x) > 0 \quad \text{for almost all } x. \quad (1)$$

Then, for almost all initial states \( x(0) \) the trajectory \( x(t) \) exists for \( t \in [0, \infty) \) and tends to zero as \( t \to \infty \). Moreover, if the equilibrium \( x = 0 \) is stable, then the conclusion remains valid even if \( \rho \) takes negative values.

**Proof (Second statement).** Here it is assumed that \( x = 0 \) is a stable equilibrium, while \( \rho \) may take negative values. The proof for the other case is given in Section 6.

Rather than exploiting that \( f \in C^1(\mathbb{R}^n, \mathbb{R}^n) \), we will actually prove the result under the weaker condition that \( f \in C^1(\mathbb{R}^n \setminus \{0\}, \mathbb{R}^n) \) and \( f(x)/|x| \) is bounded near \( x = 0 \). Given any \( x_0 \in \mathbb{R}^n \), let \( \phi_t(x_0) \) for \( t \geq 0 \) be the solution \( x(t) = \phi_t(x(t)), x(0) = x_0 \). Assume first that \( \rho \) is integrable on \( \{ x \in \mathbb{R}^n : |x| \geq 1 \} \) and \( |f(x)/|x| | \) is bounded. Then \( \phi_t \) is well defined for all \( t \). Given \( r > 0 \), define

$$Z = \bigcap_{t=1}^{\infty} \{ x_0 : |\phi_t(x_0)| > r \text{ for some } t > 1 \}. \quad (2)$$

Notice that \( Z \) contains all trajectories with \( \limsup_{t \to -\infty} |x(t)| > r \). The set \( Z \), being the intersection of a countable number of open sets, is measurable. Moreover, \( \phi_t(Z) = \{ \phi_t(x) \mid x \in Z \} \) is equal to \( Z \) for every \( t \). By stability of the equilibrium \( x = 0 \), there is a positive lower bound \( \varepsilon \) on the norm of the elements in \( Z \), so Lemma A.1 with \( D = \{ x : |x| > \varepsilon \} \) gives

$$0 = \int_{\phi_t(x)} \rho(x) \, dx - \int_{Z} \rho(z) \, dz$$

$$= \int_{0}^{t} \int_{\phi_t(z)} |\nabla \cdot (f \rho)|(x) \, dx \, d\tau. \quad (3)$$

By assumption (1), this implies that \( Z \) has measure zero. Consequently, \( \limsup_{t \to -\infty} |x(t)| \leq r \) for almost all trajectories. As \( r \) was chosen arbitrarily, this proves that \( \lim_{t \to -\infty} |x(t)| = 0 \) for almost all trajectories.

When \( |f(x)/|x| \) is unbounded, there may not exist any non-zero \( t \) such that \( \phi_t(z) \) is well defined for all \( z \). We then introduce

$$\rho_0(x) = \left[ \frac{e^{-|x|}}{1 + |\rho(x)|^2} + \frac{|f(x)/|x| |^2}{|x|^2} \right]^{1/2} \rho(x),$$

$$f_0(x) = \frac{f(x) \rho(x)}{\rho_0(x)}.$$

Then \( |f_0(x)/|x| \) is bounded and \( \rho_0 \) is integrable on \( \{ x \in \mathbb{R}^n : |x| \geq 1 \} \), so the argument above can be applied to \( f_0 \) together with \( \rho_0 \) to prove that \( \lim_{t \to -\infty} |y(t)| = 0 \) for almost all trajectories of the system \( dy/d\tau = f_0(y(\tau)) \). However, modulo a transformation of the time axis

$$t = \int_{0}^{\tau} \frac{\rho(y(s))}{\rho_0(y(s))} \, ds$$

the trajectories are identical: \( x(t) = y(\tau) \). This, together with the boundedness of \( f(x)/|x| \) near \( x = 0 \), also shows that \( x(t) \) exists for \( t \in [0, \infty) \) and tends to zero as \( t \to \infty \) provided that \( \lim_{t \to -\infty} |y(t)| = 0 \). Hence the proof of the second statement in Theorem 1 is complete.

**Example 1.** For scalar \( x \), define

$$f(x) = x, \quad \rho(x) = -\frac{1}{x^4}.$$

Then \( |\nabla \cdot (f \rho)|(x) = 3/x^4 > 0 \), so all conditions of Theorem 1 hold except for non-negativity of \( \rho \) and stability of \( x = 0 \).
Example 2. With
\[
f(x) = (x^2 - 1)x, \quad \rho(x) = \frac{1}{x^2}
\]
we have \([\nabla \cdot (f \rho)](x) = 1 + x^{-2} > 0\), so all conditions of Theorem 1 hold except for the integrability of \(f \rho/|x|\). In this case, all trajectories starting outside the interval \([-1, 1]\) have finite escape time.

Example 3. The system
\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
-2x_1 + x_1^2 - x_2^2 \\
-2x_2 + 2x_1x_2
\end{bmatrix}
\]
has two equilibria \((0, 0)\) and \((2, 0)\). See Fig. 1. Let \(f(x)\) be the right-hand side and let \(\rho(x) = |x|^{-2}\). Then
\[
\begin{align*}
[\nabla \cdot (f \rho)](x) &= \nabla \rho \cdot f + \rho(\nabla \cdot f) \\
&= -2|x|^{-3}x^T f + |x|^{-2}(4x_1 - 4) \\
&= -2|x|^{-3}(x_1 - 2)|x|^2 + |x|^{-2}(4x_1 - 4) \\
&= |x|^{-2}[(4 - 2x)x_1 + 2x - 4].
\end{align*}
\]
With \(x = 4\) all conditions of Theorem 1 hold, so almost all trajectories tend to \((0, 0)\) as \(t \to \infty\). The exceptional trajectories turn out to be those that start with \(x_1 \geq 2, x_2 = 0\).

Example 4. The system
\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{bmatrix} = \begin{bmatrix}
-2x_1 + x_1^2 - x_2^2 \\
-6x_2 + 2x_1x_2
\end{bmatrix} 
\]
has four equilibria \((0, 0)\), \((2, 0)\) and \((3, \pm \sqrt{3})\). See Fig. 2. In this case, \(\rho(x) = |x|^{-4}\) gives
\[
\begin{align*}
[\nabla \cdot (f \rho)](x) &= -4|x|^{-6}x^T f + |x|^{-4}(4x_1 - 8) \\
&= -4|x|^{-6}[(x_1 - 2)|x|^2 - 4x_2^2] + |x|^{-4}(4x_1 - 8) \\
&= 16x_2^2|x|^{-6}
\end{align*}
\]
so again Theorem 1 shows that almost all trajectories tend to \((0, 0)\) as \(t \to \infty\). The exceptional trajectories are the three unstable equilibria, the axis \(x_2 = 0, x_1 \geq 2\) and the stable manifold of the equilibrium \((2, 0)\), that spirals out from the equilibria \((3, \pm \sqrt{3})\).

3. Relation to Lyapunov functions

The fact that Lyapunov’s theorem has a stronger implication than the convergence criterion of Theorem 1, suggests the possibility to derive a density function \(\rho\) from a Lyapunov function \(V\). This can generally be done in the following way.

Proposition 1. Let \(V(x) > 0\) for \(x \neq 0\) and
\[
\nabla V \cdot f < x^{-1}(\nabla \cdot f)V \quad \text{for almost all } x
\]
for some \(x > 0\). Then \(\rho(x) = V(x)^{-z}\) satisfies the condition (1).
In particular, if P is a positive-definite matrix satisfying
\[ A^T P + PA < (x^{-1} \text{trace} A) P, \]
then \( \rho(x) = (x^T P x)^{-1} \) satisfies condition (1) for the system \( \dot{x} = Ax \).

**Proof.** With \( \rho(x) = V(x)^{-1} \), we get
\[
\nabla \cdot (f \rho) = (\nabla \cdot f) \rho + \nabla \rho \cdot f
\]
\[
= (\nabla \cdot f) V^{-2} - x V^{-(x+1)} \nabla V \cdot f
\]
\[
= x V^{-(x+1)} [x^{-1} (\nabla \cdot f) V - \nabla V \cdot f]
\]
\[
> 0.
\]

With \( V(x) = x^T P x \) and \( f(x) = Ax \), the second statement follows since
\[
\nabla V \cdot f = x^T (A^T P + PA) x
\]
\[
\nabla \cdot f = \text{trace} A. \quad \Box
\]

Transfer in the opposite direction, from density function to Lyapunov function, is generally not possible. The simple reason is that a density function may exist even if the system is not globally asymptotically stable. This was the situation in Examples 3 and 4. However, with an additional assumption that \( \nabla \cdot f \leq 0 \), the following construction can be used.

**Proposition 2.** Suppose for \( x \neq 0 \) that
\[
\nabla \cdot (f \rho) > 0, \quad \nabla \cdot f \leq 0, \quad \rho > 0.
\]
Then \( V(x) = \rho(x)^{-1} \) satisfies \( \nabla V \cdot f < 0 \).

**Proof.**
\[
\nabla V \cdot f = -\rho^{-2} \nabla \rho \cdot f
\]
\[
= -\rho^{-2} [\nabla \cdot (f \rho) - (\nabla \cdot f) \rho] < 0. \quad \Box
\]

4. A viewpoint of duality

It is well known that Lyapunov functions are closely related to cost functions in optimal control. In fact, one way to interpret a Lyapunov function \( V \) for the globally stable dynamical system \( \dot{x} = f(x) \) is to view \( V(x_0) \) as the “cost to go” from the initial state \( x_0 \) to the equilibrium. The purpose of this section is to show that the cost function \( V \) and the density function \( \rho \) appear as duals to each other in a linear programming formulation of optimal control.

Let us first consider the discrete transportation problem illustrated in Fig. 3. Such problems have been studied extensively since 1940s [7,5]. Some product is produced with unit rate in each of the three nodes 1–3 and is consumed in node 0. The cost for shipping the product between node \( i \) and \( j \) is given by the number \( l_{ij} \). It is well known that the minimal total transportation cost can be found by solving the following linear programming problem:

maximize \[ V_1 + V_2 + V_3 - 3V_0 \]
subject to \[ V_3 - V_1 \leq l_{31}, \]
\[ V_3 - V_2 \leq l_{32}, \]
\[ \vdots \]
\[ V_2 - V_0 \leq l_{20}. \]

Note that there is one variable \( V_{ij} \) for each node and one inequality constraint for each path connecting two nodes. For every solution to the inequality constraints, the number \( V_j - V_0 \) provides a lower bound on the cost for shipping products with unit rate from node \( i \) to node 0. The expression \( V_1 + V_2 + V_3 - 3V_0 \) therefore gives a lower bound on the total transportation cost.

A dual linear programming problem can be stated as follows:

minimize \[ l_{31} \rho_{31} + l_{32} \rho_{32} + l_{21} \rho_{21} + l_{10} \rho_{10} + l_{20} \rho_{20} \]
satisfy to \[ \rho_{31}, \ldots, \rho_{20} \geq 0, \]
\[ \rho_{31} + \rho_{32} \geq 1, \]
\[ -\rho_{31} - \rho_{21} + \rho_{10} \geq 1, \]
\[ -\rho_{32} + \rho_{21} + \rho_{20} \geq 1. \]

For each path connecting two nodes, the variable \( \rho_{ij} \) can be interpreted as the transportation density from node \( i \) to node \( j \). There is one constraint for each node stating that the total production in this node is at least as big as the assigned value.

The relation to Lyapunov functions and density functions is clear. The solution \( V \) to the primal linear programming problem is the optimal “cost to go”. It
is decreasing along the optimal transportation paths and serves a Lyapunov function for the optimal transportation dynamics. The solution to the dual linear programming problem is instead analogous to the function \( \rho \) appearing in Theorem 1.

The discrete optimization problem discussed so far has several continuous analogs \([10,26,24,21]\). For the sake of brevity, we restrict our attention to systems of the form \( x(t) = f(x(t)), x(0) = x_0 \), i.e. a fixed controller. Consider a production rate \( \psi(x) \geq 0 \) and a transportation cost \( l(x) \geq 0 \). Then the total transportation cost per time unit can be computed as

\[
\int_X V(x)\psi(x)\,dx \quad \text{where} \quad V(x_0) = \int_0^\infty l(x(t))\,dt.
\]

Alternatively, one may take the dual viewpoint and compute the stationary density \( \rho(x) \) in each point by solving

\[
\nabla \cdot (f \rho) = \psi.
\]

Then the total cost can be computed as

\[
\int_X \rho(x)l(x)\,dx.
\]

Under appropriate assumptions on the boundary of \( X \), equality between the two expressions for the total cost follows from Gauss’ theorem:

\[
\int_X [V\psi - \rho l]\,dx = \int_X [V(\nabla \cdot (f \rho)) + \nabla V \cdot f \rho]\,dx = \int_X \nabla \cdot (V f \rho)\,dx = 0.
\]

5. Convexity in nonlinear stabilization

An important application area for Lyapunov function is the synthesis of stabilizing feedback controllers. For a given system, the set of Lyapunov functions is convex. This fact is the basis for many numerical methods, most notably in computation of quadratic Lyapunov functions using linear matrix inequalities \([4]\). However, when the control law and Lyapunov function are to be found simultaneously, no such convexity property is at hand. In fact, the following example suggested by Praly and Prieur \([19,20]\) shows that the set of \((V, u)\) satisfying

\[
0 > \nabla V \cdot (f + gu)
\]

may not even be connected.

**Example 5.** Every continuous stabilizing control law \( u(x) \) for the system

\[
\begin{bmatrix}
\dot x_1 \\
\dot x_2
\end{bmatrix} = f(x, u) = \begin{bmatrix}
u(x) - 3x_1 + 3x_2 \end{bmatrix} (x_2)^2 / |x| ^2
\]

must have the property that \( u(x) \) has constant sign along the half-line \( x_1 > 0, x_2 = 0 \). The reason is that a zero crossing would create a second equilibrium. A strictly decreasing Lyapunov function satisfies

\[
0 > \nabla V \cdot f(x, u) = \frac{\partial V}{\partial x_2} u(x) \quad \text{for} \quad x_1 > 0, x_2 = 0
\]

so also \( \partial V/\partial x_2 \) must have constant non-zero sign along the same half line.

The control law \( u_1(x) = x_1 - 2x_2 \) is stabilizing with strictly decreasing Lyapunov function \( V_1(x) = x_1^2 + x_2^2 - x_1x_2 \). Apparently \( \partial V_1/\partial x_2 \) is negative along the half-line.

Similarly, the control law \( u_2(x) = -3x_1 - 6x_2 \) is stabilizing with Lyapunov function \( V_2(x) = x_1^2 + x_2^2 + x_1x_2, \) with \( \partial V_2/\partial x_2 \) positive along the half line.

In particular, we see that the two control Lyapunov functions \( V_1 \) and \( V_2 \) cannot be connected by a continuous path without violating the sign constraint on \( \partial V/\partial x_2 \).

Given this negative example, it is most striking to find that the corresponding synthesis problem for the new convergence criterion is convex. In fact, the divergence condition

\[
0 < \nabla \cdot [(f + gu)p]
\]

is convex in the pair \((\rho, up)\).

To see how this can be used, let us return to the previous example.

**Example 5 (Continued).** For the control laws

\[
u_1(x) = x_1 - 2x_2, \quad u_2(x) = -3x_1 - 6x_2
\]

and sufficiently large \( \alpha > 0 \), the conditions of Theorem 1 are satisfied with the density functions

\[
\rho_1(x) = (x_1^2 + x_2^2 - x_1x_2)^{-\alpha},
\]

\[
\rho_2(x) = (x_1^2 + x_2^2 + x_1x_2)^{-\alpha},
\]

respectively. The same conditions are satisfied for the convex combination \( \rho = (\rho_1 + \rho_2)/2 \) with \( u(x) \) defined by \( up = (u_1\rho_1 + u_2\rho_2)/2 \), i.e.

\[
u(x) = \frac{\rho(x)u_1(x) + \rho_2(x)u_2(x)}{\rho_1(x) + \rho_2(x)}.
\]

Recall that not all convex combinations of \( \rho_1 \) and \( \rho_2 \) can correspond to controllers that are globally
stabilizing in the sense of Lyapunov. However, they do give rise to systems such that \( \lim_{t \to \infty} |x(t)| = 0 \) for almost all initial conditions.

6. Proof and generalization

So far, we only proved the second statement of Theorem 1. The first statement is slightly more involved, since we do not know a priori that \( \int_Z \rho \, dx < \infty \) for \( Z \) defined by (2).

To prove the first statement, it is convenient to start with a more abstract result, which can be viewed as a discrete-time counterpart to Theorem 1. The statement is related to the Poincaré recurrence theorem and makes no reference to topology [18].

**Theorem 2.** Consider a measure space \((X, \mathcal{A}, \mu)\), a set \(P \subset X\) of finite measure and a measurable map \(T : X \to X\). Suppose that

\[
\mu(T^{-1}Y) \leq \mu(Y) \quad \text{for all measurable } Y \subset X. \tag{5}
\]

Define \(Z\) as the set of elements \(x \in P\) such that \(T^n(x) \in P\) for infinitely many integers \(n \geq 0\). Then \(\mu(T^{-1}Z) = \mu(Z)\).

**Proof.** Note that \(Z = P \cap (\bigcap_{n=1}^{\infty} \bigcup_{k=1}^{\infty} T^{-k}(P))\), so \(Z\) is measurable. Let the superscript “c” denote the complementary set with respect to \(X\), like \(Z^c = X \setminus Z\).

Define for \(n = 1, 2, \ldots\)

\[
Z_n = \bigcup_{k=1}^{n} T^{-k}(Z), \quad Z_0 = \emptyset.
\]

The set \(Z_n\) for \(n \geq 1\) consists of those elements of \(X\) that are mapped into \(Z\) in \(n\) or less steps. Let us prove by induction over \(n\) that

\[
\mu(T^{-1}(Z)) \geq \mu(Z_n \cap Z) + \mu(T^{-n-1}(Z) \cap Z_n^c). \tag{6}
\]

The inequality holds trivially for \(n = 0\). Assuming that it holds for some \(n \geq 0\), we get

\[
\mu(T^{-1}(Z)) \geq \mu(Z_n \cap Z) + \mu(T^{-n-1}(Z) \cap Z_n^c)
\]

\[
= \mu(Z_n \cap Z) + \mu(T^{-n-1}(Z) \cap Z_n^c \cap Z)
\]

\[
+ \mu(T^{-n-1}(Z) \cap Z_n^c \cap Z^c)
\]

\[
\geq \mu((Z_n \cup (T^{-n-1}(Z) \cap Z_n^c)) \cap Z)
\]

\[
+ \mu(T^{-1}(T^{-n-1}(Z) \cap Z_n^c) \cap Z^c)
\]

\[
= \mu(Z_{n+1} \cap Z) + \mu(T^{-n-2}(Z) \cap Z_{n+1}^c).
\]

Induction over \(n\) therefore proves (6) for all integers \(n \geq 0\). It follows that

\[
\mu(Z) \geq \mu(T^{-1}(Z)) \geq \sup_n \mu(Z_n \cap Z) = \mu(Z),
\]

where the last equality is due to the fact that \(Z = (\bigcup_{n=1}^{\infty} T^{-n}(Z)) \cap P\).

**Proof of Theorem 1 (First statement).** As in the proof of the second statement, we may assume without restriction that \(\rho\) is integrable for \(|x| \geq 1\) and \(|f(x)/|x|\) is bounded by some constant \(C\) so \(\phi_t(x_0)\) is well defined for all \(x_0, t\). Define \(X = \mathbb{R}^n\), \(P = \{x \in \mathbb{R}^n : |x| > c\}\), \(T(x) = \phi_t(x)\) and

\[
\mu(Y) = \int_Y \rho(x) \, dx \quad \text{for measurable } Y \subset X.
\]

The condition (5) holds by Lemma A.1. Hence \(\mu(T^{-1}Z) = \mu(Z)\) for \(Z\) defined as in Theorem 2, so by Lemma A.1 with \(t = -1\) and \(D = \{x \in \mathbb{R}^n : |x| > \varepsilon\}\) for some sufficiently small \(\varepsilon > 0\)

\[
\int_{-1}^{0} \int_{\phi_t(Z)} [\nabla \cdot (f \rho)](x) \, dx \, d\tau = 0.
\]

This gives that the Lebesgue measure of \(\phi_c(Z)\) is zero for almost all \(c \in [-1, 0]\). Hence, \(Z\) must have measure zero and for almost all \(x \in P\) there exists \(j > 0\) such that

\[
|\phi_j(x)| \leq r \quad \text{for } n > j.
\]

The choice of \(r\) was arbitrary, so \(\lim_{n \to \infty} |\phi_n(x)| = 0\) as \(n = 1, 2, \ldots\) for almost all \(x_0\). For a real positive number \(t\), let \([t]\) denote its integer part. The global bound \(|f(x)/|x|| < C\) gives \(|x| < C|x|\) so

\[
|x(t)| \leq C^{[t]-[t]}|x([t])| \leq C^{[t]}|x([t])| \to 0 \quad \text{as } t \to \infty.
\]

Hence \(|\phi_t(x_0)| \to 0\) also for non-integer values of \(t\) and the proof is complete.

Numerous other convergence criteria can be derived from Theorem 2. To exemplify, we give the following criterion for convergence to infinity in non-autonomous systems.

**Corollary 1.** Given \(f \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})\), let \(\dot{x}(t) = f(x, t), \quad x(t_0) = x_0\) have no solutions with finite escape time. Suppose that \(\rho \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})\) is non-negative and

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (f \rho) > 0 \quad \text{for almost all } x, t. \tag{7}
\]

Then \(\lim_{t \to -\infty} |x(t)| \to \infty\) for almost all \(x_0, t_0\).
Proof. Let $\phi_\tau(x_0, t_0)$ be the solution of $\dot{x}(t) = f(x, t), \ x(t_0) = x_0$. Define $X = \mathbb{R}^n \times \mathbb{R}, \ P = \{(x, t) \in \mathbb{R}^n \times \mathbb{R} : |x| < r \}$, $T(x, q) = (\phi_\tau(x, q), q + 1)$ and

$$\mu(Y) = \int_Y \rho(x, q) \, dx \, dq \text{ for measurable } Y \subset X.$$

Applying Lemma A.1 to the extended system $(\dot{x}, \dot{q}) = (f(x, t), 1)$ gives (5). Hence, it follows as in the proof of Theorem 1 that $\lim_{t \to -\infty} |\phi_\tau(x)| = \infty$. $\square$

7. Concluding remarks

A new approach to asymptotic analysis for non-linear systems has been introduced. The new criterion differs from Lyapunov’s theorem in several important respects and allows for new applications. In particular, it applies to examples where the system is not globally stable in the sense of Lyapunov.

Another important difference is a convexity property that appears in synthesis of stabilizing control laws. This convexity property is identical to the one that has been exploited for optimal control problems [26,24].

The convergence criterion for differential equations was proved based on an general result, Theorem 2, stated in terms of abstract measures.

In spite of the differences, many extensions to Lyapunov’s theorem have analogs in terms of density functions. This includes convergence criteria for non-autonomous systems, inverse theorems and criteria for convergence to invariant sets. We hope to return to some of these issues in later publications.
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Appendix A. A supporting lemma

The proof of the main theorem relies on the following lemma, which can be viewed as a version of Liouville’s theorem [2,18].

Lemma A.1. Let $f \in \mathcal{C}^1(D, \mathbb{R}^n)$ where $D \subset \mathbb{R}^n$ is open and let $\rho \in \mathcal{C}^1(D, \mathbb{R})$ be integrable. For $x_0 \in \mathbb{R}^n$, let $\phi_\tau(x_0)$ be the solution $x(t) = f(x), \ x(0) = x_0$. For a measurable set $Z$, assume that $\phi(t) = \{\phi_\tau(x) | x \in Z\}$ is a subset of $D$ for all $\tau$ between 0 and $t$. Then

$$\int_{\phi(t)} \rho(x) \, dx - \int_Z \rho(z) \, dz$$

is of class $\mathcal{C}^1$ in $Z$.

Proof. Note that for every $\mathcal{C}^1$ matrix function $M(t)$ with $M(0) = I$

$$\frac{\partial}{\partial t} \det M(t) \bigg|_{t=0} = \text{trace} M'(0).$$

This follows by direct expansion of the determinant, since the first-order terms in $t$ correspond to the diagonal elements of $M(t)$.

Let $M(t) = (\partial \phi_\tau/\partial Z)(z)$ and use $| \cdot |$ to denote determinant. The differentiability of $f$ gives that $\phi(t)$ is of class $\mathcal{C}^1$ in $Z$ and $\mathcal{C}^2$ in $t$ [16, p. 40]. Hence

$$\left[ \frac{\partial}{\partial t} \frac{\partial \phi_\tau}{\partial Z} (z) \right]_{t=0} = \left[ \text{trace} \frac{\partial^2}{\partial \phi(t) \partial Z} \phi(t) \right]_{t=0}$$

and with the notation $\rho_0(z) = \rho(\phi(t))(\partial \phi_\tau/\partial Z)(z)$

$$\frac{\partial}{\partial t} \rho_0(z) \bigg|_{t=0} = [\nabla \rho \cdot f + \rho(\nabla \cdot f)](z),$$

$$\frac{\partial}{\partial t} \rho_0(z) \bigg|_{t=0} = \frac{\partial}{\partial h} \left( \rho(\phi(t)) \left( \frac{\partial \phi_\tau}{\partial Z} \right) \right) \bigg|_{h=0}$$

$$= [\nabla \cdot (f \rho)](\phi(t)) \left( \frac{\partial \phi_\tau}{\partial Z} \right).$$

Let $\chi(\cdot)$ be the characteristic function of $Z$. Then

$$\int_{\phi(t)} \rho(x) \, dx - \int_Z \rho(z) \, dz$$

$$= \int_{\mathbb{R}^n} \rho(x) \chi(\phi_\tau^{-1}(x)) \, dx - \int_Z \rho(z) \, dz$$

$$= \int_{\mathbb{R}^n} \rho(\phi(t)) \chi(z) \left( \frac{\partial \phi(t)}{\partial Z} \right) \, dz - \int_Z \rho(z) \, dz$$

$$= \int_Z [\rho_0(z) - \rho(z)] \, dz$$

$$= \int_Z \int_0^t [\nabla \cdot (f \rho)](\phi_\tau(z)) \left( \frac{\partial \phi_\tau}{\partial Z} \right) \, d \tau \, dz$$

$$= \int_0^t \int_Z [\nabla \cdot (f \rho)](x) \, dx \, d \tau. \quad \square$$
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