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Abstract
This article presents an unified way to design neural networks characterized as second order ordinary differential equations (ODE), that aim to find the global minimum of nonconvex scalar functions. These neural networks, alternative referred to as continuous time algorithms, are interpreted as dynamical closed loop control systems. The design is based on the control Liapunov function (CLF) method. For nonconvex scalar functions, the goal of these algorithms is to produce trajectories, starting from an arbitrarily chosen initial guess, that do not get stuck in local minima, thereby increasing the chances of converging to the global minimum.

1 Introduction
Neural networks are typically analog circuit implementations of dynamical systems represented by ordinary differential equations (ODE). There has been a revival of interest in analog or ordinary differential equations based methods for optimization, dating from the seminal paper of Karmarkar and the subsequent boom in interior point and trajectory following methods (see, for example, [1, 2, 3] and the references therein). In particular, some old proposals for ODE-based methods have been revived recently and an objective of this paper is to demonstrate that these methods, as well as some new methods, proposed herein, arise in a natural manner by taking a control viewpoint.

Another connection of the present paper with the field of neural networks has its origin in the well known backpropagation with momentum (BPM) method used to solve the nonconvex problem of choosing the weights of a feedforward artificial neural network. The paper [4] showed that the BPM method, which is essentially steepest descent with momentum, for quadratic functions is a version of the conjugate gradient (CG) method. In addition, the BPM method was also shown to be a discretization of a continuous-time or ODE method for minimizing nonconvex functions, known as the heavy ball with friction (HBF) method, proposed by Polyak [5] and later studied in detail in [6, 7, 8]. A continuous-time version of the CG method was also proposed in [4], and it will be generalized and studied in detail herein.

Methods to solve different optimization problems arise in a unified and natural manner by taking a control viewpoint. This control perspective was presented in [3, 9, 10]. In these references, the authors formulate the problem of
finding a zero of a vector function as that of designing a closed-loop system, with a plant defined as the objective function, and with a static controller. The overall closed loop system is modeled by a first-order ODE whose trajectories converge to the desired zeros of the function. The choice of the feedback controller is based on the control Liapunov function (CLF) method (detailed in the present context in the book [3]), well known in control theory. This control perspective offers powerful tools for the design and analysis of systems to solve optimization problems.

Following this CLF methodology, this paper presents several second order algorithms, adequate for implementation as neural networks, to minimize nonconvex scalar functions, where the words second order refer to the fact that the closed-loop dynamics is described by a second order differential equation, and, in the control perspective, this means that the controller is now dynamic instead of static.

In order to proceed, consider a scalar function $\phi(x) : \mathbb{R}^n \to \mathbb{R}$, continuous and with continuous partial derivatives, such that for all $x \in \text{dom}(\phi(x))$, $\phi(x) \geq \phi(x^*) = \phi_{\text{min}}$, i.e. the global minimum $x^*$ is assumed to exist and be finite, and $\phi(x)$ tends to infinity when $||x||$ tends to infinity in any direction. It is desired to find $x^*$, by following an ODE trajectory that starts from some given initial point $x_0$.

The main motivation to use second order algorithms, instead of first order ones, is as follows. It is well known that, for nonconvex functions, trajectories $x(t)$ starting at an initial point $x(0) = x_0 \in \text{dom}(\phi(x))$ generated by first order gradient-type algorithms, converge to any point where the gradient of the function is zero, even though this point may be a local minimum of the function; using second order algorithms, the hope is that, with an adequate choice of parameters (gains), trajectories are able to converge to the global minimum of the function $x^*$. These ODEs are suitable for implementation as neural networks.

Preliminary and partial versions of this work were first presented in [11] and [12]. In [11], several second order ODE’s were interpreted and designed as closed-loop control system using CLFs. The ODE’s studied in [11] were the heavy ball with friction (HBF) method, the dynamical inertial Newton-like system (DIN), proposed by Alvarez et. al. [13], and a continuous-time version of the conjugate gradient (CG) method that was first proposed for quadratic functions in [4] and generalized in [11]. In addition, other second order systems to minimize nonconvex scalar functions were also designed using the CLF method, by choosing of different candidate Liapunov functions and with adequate choices of the plant and the controller of the systems. In [12], a comparative study of some generalizations of the HBF method proposed therein are outperformed on a suite of standard nonconvex problems used in the literature on global optimization by the continuous version of the CG algorithm.

All these methods and new ones can all be designed easily by the application of the CLF method, including methods inspired by mechanical or other physical analogies, but also going beyond these. Of course, this does not free the designer from the necessity of carrying out numerical experiments to check the behavior of the nets under the usual non-ideal circumstances of practical implementations.
2 Preliminaries: Motivation and CLF-based design

In optimization theory, it is well known that continuous-time trajectories generated by gradient descent methods are able to converge to a local minimum of a scalar objective function when it is continuous and has continuous partial derivatives. Moreover, when this objective function is convex, the minimum is unique and global.

In order to arrive at a natural motivation for the approach proposed in this paper, first consider a continuous version of the steepest descent (SD) algorithm, written as:

\[ \dot{x}(t) = u \]  
\[ u = -\nabla \phi(x(t)) \]

where \( u \in \mathbb{R}^n \) and the gradient of \( \phi \) is written \( \nabla \phi : \mathbb{R}^n \to \mathbb{R}^n : x \mapsto \nabla \phi(x) \). The reason that (1) and (2) are written in this fashion is twofold: first, it is clear that its trajectories will converge to local minima satisfying the necessary condition \( \nabla \phi(x(t)) = 0 \) and second, in order to escape from confinement to a local minimum, a more sophisticated choice of \( u \) (which is being thought of as the control) is needed in order to drive \( x \) to the global minimum \( x^* \) (\( \phi(\cdot) \) is being thought of as defining the output of the controlled object or plant). Thus, one possibility is that \( u \) must itself be subject to some dynamics and, if this dynamics is chosen to be first-order, it immediately implies that the overall dynamics will be a second-order ODE in \( x \). In this manner, one is led naturally to the introduction of second-order ODEs and the remaining question is how to design \( u \).

Assume that \( u \) has first-order dynamics, i.e., (2) is replaced by:

\[ \dot{u}(t) = \psi(x(t), \dot{x}(t)) \] (3)

Then, a natural CLF arises from the attempt to solve the so called regulation problem, in which the reference signal is the global minimum value of the function \( \phi_{\text{min}} \), and the output of the plant, \( \phi(x) \), is to be driven to this value. This is to be done by choice of the RHS \( \psi(x, \dot{x}) \) of the \( u \)-dynamics (3), also ensuring that \( u \) goes to zero, so that the \( x \)-dynamics (1) converges to the desired global equilibrium. In other words, a candidate control Liapunov function (CLF) can be written as follows:

\[ V(x, u) = \phi(x) - \phi_{\text{min}} + \frac{u^T u}{2} \geq 0 \] (4)

which is greater than zero for all \( x \neq x^* \) or \( u \neq 0 \), \( V(x^*, 0) = 0 \), and \( V(x, u) \to \infty \) as \( \|x\| \to \infty \) or \( \|u\| \to \infty \).

The time derivative of (4) is:

\[ \dot{V}(x, u) = \nabla \phi(x)^T \dot{x} + u^T \dot{u} \] (5)

Equations (1), (3), (4) and (5) are the starting point for the CLF design of new second-order ODEs by choosing \( \dot{x} \) and \( \dot{u} \) in (5) (respectively, the plant dynamics and the controller dynamics in control jargon) so that \( \dot{V}(x, u) \leq 0 \).
ensuring stability by the Liapunov’s direct method (see [14, c. 3]). The name CLF is justified by the fact that $\dot{V}$ is made negative by choice of the control or $u$-dynamics, given some choice of the plant or $x$-dynamics.

Figure 1 shows a block diagram of the overall control system.

An important observation is that, although the global minimum value of the function ($\phi_{\text{min}}$) occurs in the definition of the candidate CLF (4), it disappears in its derivative (5), which is the crucial equation for the design. In other words, knowledge of $\phi_{\text{min}}$ is not required for the CLF design.

### 2.1 Related works

Second-order algorithms to minimize nonscalar functions are not very abundant in the literature and this section briefly describes some of the existing ones.

The best known algorithm of the class of so called second-order algorithms is the “heavy ball with friction” (HBF), already referred to in the introduction. It was first introduced in [5] (also see [6],[13],[7],[8]) and can be represented by the following second-order differential equation:

$$\ddot{x} + \gamma \dot{x} + \nabla \phi(x) = 0 \quad (6)$$

where $\gamma$ is a positive scalar parameter.

In a mechanical analogy of (6), the HBF ODE represents a dissipative system, the parameter $\gamma$ being interpreted as viscous friction. As pointed out in [7], the damping term $\gamma \dot{x}(t)$ confers optimizing properties on (6), but it is isotropic and ignores the geometry of $\phi$. The second derivative term $\ddot{x}(t)$, which induces inertial effects, is a singular perturbation or regularization of the classical *Newton ODE*, which may be written as follows:

$$\nabla^2 \phi(x(t)) \ddot{x}(t) + \nabla \phi(x(t)) = 0 \quad (7)$$

where $\nabla^2 \phi(x)$ denotes the Hessian matrix of the scalar function $\phi(x)$.

Note that, in this mechanical analogy made by Polyak, the candidate Liapunov function (4) can be interpreted as the mechanical energy of a ball of unit mass rolling on a surface represented by the function $\phi(x)$ with a unitary gravitational constant. The first term in (4) represents the potential energy, while the second term in (4) represents the kinetic energy, where the velocity $u = \dot{x}$ is defined as in (1). Hence, if the constant $\gamma$ in equation (6) is chosen as zero, there is no friction term, and the mechanical energy remains constant (hence $\dot{V}(x, u) = 0$ in (5)). With a positive friction parameter $\gamma$, the mechanical energy decreases with the time (hence $\dot{V}(x, u) < 0$ in (5)). The proof will be presented further in the following section.
Alvarez et al. ([13]), present a modification of the HBF algorithm, termed “dynamical inertial Newton-like system” (DIN). The modification consists of the addition of a spatial damping term, in addition to the existing temporal one:

\[ \ddot{x} + a\dot{x} + b\nabla^2\phi(x)\dot{x} + \nabla\phi(x) = 0 \]  

where \( a \) and \( b \) are positive scalar parameters. The authors note that HBF is a better version of the Newton algorithm, and when the function \( \phi(x) \) is convex, trajectories converge quickly to the global minimum. However, the trajectories generated by HBF can present spatial oscillations, which are damped by the term \( b\nabla^2\phi(x)\dot{x} \) in the DIN algorithm, even when the Hessian is degenerate ([13]). Hence, trajectories generated by this algorithm could have better behavior in the sense of converging faster to the minimum of the function. In a similar direction, DIN can be viewed as a second-order inertial relaxation of a Hessian-type preconditioned gradient method for the local minimization of an objective function (see [15]).

Cabot ([8]), proposes the following second order dynamical system:

\[ \ddot{x} + \gamma\dot{x} + \nabla\phi(x) + \epsilon(t)\nabla U(x) = 0 \]  

where \( \gamma \) is a positive scalar parameter, \( \epsilon(t) \) is a positive scalar function that tends to zero when \( t \) tends to infinity, and \( U(x) \) is a positive scalar cost function.

The author demonstrates that if \( \phi(x) \) and \( U(x) \) are convex, then the trajectories generated by (9) converge to a minimum of \( U \) in the set \( \arg\min(\phi) \), assuming that this set is non empty. The application of this algorithm is the following: if \( \phi(x) \) is convex and the set \( \arg\min(\phi) \) is convex, the problem becomes a particular case of a convex optimization problem, where the feasible set can be defined as \( \chi = \{ \arg\min(\phi(x)) \} \), and which can be described as:

\[
\begin{align*}
\min & \quad U(x) \\
\text{s.t} & \quad x \in \arg\min(\phi(x))
\end{align*}
\]

The Heavy Ball idea, without friction, was taken up by Snyman and Fatti [16], who reevaluated the method in [17]. Since they used inertial frictionless (gradient) descent, they proposed random initialization from multiple starting points, as well as a heuristic technique to modify the trajectories in a manner that ensures, in the case of multiple local minima, a higher probability of convergence to a lower local minimum than would have been achieved had conventional gradient local search methods been used. Shimizu et al. [18] used the HBF ODE, but proposed an additional “attraction-repulsion” spring-like term to modify trajectories and introduce chaotic dynamics to favor convergence to the global minimum.

Other methods that are based on the continuous-time steepest descent and use other local minima escape strategies such as “subenergy tunneling” and “terminal repellers” [19, 20, 21] are less directly related to the HBF method.

Other continuous-time global search methods for solving unconstrained nonlinear optimization problems, not necessarily based on second order ODE’s, can be found in [22, c. 3], [23], [24], [25], [26], [27] and [28].

A complete review about recent advances in global optimization can be found in [29].

The conjugate gradient (CG) method is a well known discrete algorithm applied to unconstrained optimization. It is commonly used to minimize scalar
convex quadratic functions. In the control perspective, the CG method can be viewed as an acceleration of the steepest descent method, which can be thought of as the standard feedback control system with a proportional controller.

The acceleration is achieved by using a discrete version of a classical control strategy for faster “closed-loop” response (i.e., acceleration of convergence to the equilibrium): this strategy is known as derivative action in the control (see [4] and references therein).

Along this line of thought, a natural approach to continuous time version of the CG method was first presented in [4, p. 69] and is restated below for convenience:

\[
\dot{r} = -\alpha(x, u)\nabla^2 \phi(x) u \\
\dot{u} = r - \beta(x, u) u
\]

where \( r := -\nabla \phi(x), \nabla^2 \phi(x) \in \mathbb{R}^{n \times n} \) is the Hessian matrix and \( \alpha, \beta : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) are scalar-valued functions of the state vector \( \begin{bmatrix} x^T \ u^T \end{bmatrix}^T \). In [4], the Hessian matrix is denoted as \( A \) because it is applied to minimize the convex scalar function \( \phi(x) = \frac{1}{2} x^T A x - b^T x \), where \( A = A^T \in \mathbb{R}^{n \times n} \) is symmetric positive definite, \( b \in \mathbb{R}^n \), and the vector \( u \) is denoted as \( p \), but here it has been changed to unify nomenclature. Since \( \dot{r} = -\nabla^2 \phi(x) \dot{x} = -\alpha(x, u)\nabla^2 \phi(x) u \), equations (10) and (11) can be written in \( x \)-coordinates as:

\[
\dot{x} = \alpha(x, u) u \\
\dot{u} = -\nabla \phi(x) - \beta(x, u) u
\]

and these will be considered to be the defining equations of the CG net, so named to recall its origins as a continuous version of the conjugate gradient algorithm. It should be emphasized that, in the continuous time case (12), the letters CG are just a convenient mnemonic to recall the origin of the equation and not intended to draw attention to any conjugacy concepts. Two observations are important here: (i) the first order vector CG ODE (12) is a generalization of the second order HBF ODE (6), which is obtained by choosing \( \alpha(x, u) = 1, \beta(x, u) = \gamma > 0, \forall x \); (ii) the first order vector CG ODE (12) cannot in general be reduced to a second order ODE in \( x \) (see Remark 3.1).

In the backpropagation context, \( x \) is the weight vector, usually denoted \( w \), and the potential energy function \( \phi \) is the error function usually denoted \( E(w) \) (as in [30]). In fact, with these changes of notation, it is clear that the HBF equation (6) is exactly the equation that has been proposed in [30] as the continuous analog of BPM, using a similar physical model (point mass moving in a viscous medium with friction under the influence of a conservative force field and with Newtonian dynamics). Thus, the continuous version of BPM is the HBF ODE and may be regarded either as a regularization of the steepest descent ODE or the classical Newton ODE.

2.2 Analysis of the convergence of a second order algorithm to the global minimum of a scalar objective function

In this subsection, the goal is to show that the trajectories generated by a second order algorithm similar to the HBF (6) always can converge to the global
minimum of a scalar objective function \( \phi(x) : \mathbb{R} \rightarrow \mathbb{R} \), making an analogy with the potential and the kinetic energies mentioned above.

A unitary mass ball rolling on a surface represented by the function \( \phi(x) \), and affected by a weight force produced by a unitary gravitational constant, has a variation of kinetic energy \( \frac{1}{2} \Delta ||\dot{x}||^2 \), a variation of potential energy which can be expressed as \( \Delta \phi(x) \), and, when the movement is affected by a viscous friction, there exists a non-conservative force whose work can be expressed as \(-\gamma ||\Delta x||\), where \( \gamma \) is a friction parameter. Hence, by the conservation of energy:

\[
\frac{1}{2} \Delta ||\dot{x}||^2 + \gamma ||\Delta x|| + \Delta \phi(x) = 0
\]

(13)

Therefore:

\[
\begin{align*}
\Rightarrow & \quad \frac{1}{2} \partial ||\dot{x}||^2 + \gamma \partial ||\dot{x}|| + \partial \phi(x) = 0 \\
\Rightarrow & \quad \frac{1}{2} \partial \dot{x}^T \dot{x} + \gamma \partial \dot{x} + \partial \phi(x) = 0 \\
\Rightarrow & \quad \ddot{x}^T \dot{x} + \gamma \frac{\dot{x}^T \dot{x}}{||\dot{x}||} + \nabla \phi(x) \dot{x} = 0 \\
\Rightarrow & \quad \ddot{x} + \gamma \frac{\dot{x}}{||\dot{x}||} + \nabla \phi(x) = 0
\end{align*}
\]

(14)

Without lost of generality, we assume the scalar case where \( \phi(x) : \mathbb{R} \rightarrow \mathbb{R} \), such that \( \phi(x) \) is continuous and with a continuous derivative. Of course, \( \phi(x) \) can be non-convex. We also assume that there exists \( x^* \in \mathbb{R} \) such that for all \( x \neq x^* \), \( \phi(x) > \phi(x^*) \), that is, the minimum is unique and finite. In the following lemma, we prove that for all initial point \( x_0 \in \mathbb{R} \), there exist \( \gamma > 0 \) and \( \dot{x}_0 \in \mathbb{R} \) such that trajectories generated by (14) converge to \( x^* \).

**Lemma 2.1** For all \( \phi(x) : \mathbb{R} \rightarrow \mathbb{R} \mid \phi(x) \in C_1 \), for all \( x_0 \in \mathbb{R} \): there exist \( \dot{x}_0 \) and \( \gamma > 0 \) such that trajectories generated by (14) converge to \( x^* \).

The hypotheses are:

a) There exists \( x^* \in \mathbb{R} \) such that for all \( x \neq x^* \): \( \phi(x^*) < \phi(x) \).

b) For all \( x_0 \in \mathbb{R} \) there exists \( x_1 \in [x_0, x^*) \) such that for all \( x \in [x_0, x^*) \), \( \phi(x_1) \geq \phi(x) \).

c) There exists \( \delta > 0 \) and \( x_2 \in \mathbb{R} \) such that \( x^* \in (x_1, x_2) \) and for all \( x \in B(x^*, \delta) \) : \( \phi(x_2) > \phi(x) \).

Figure 2 shows possible points \( x_0, x_1, x^* \) and \( x_2 \).

To prove this lemma, note that it is enough to prove that for all \( x_0 \in \mathbb{R} \), there exist \( \gamma > 0 \) and \( \dot{x}_0 \in \mathbb{R} \) such that \( ||\dot{x}^*|| \geq 0 \) and there does not exist \( \dot{x}_2 \in \mathbb{R} \) (so \( ||\dot{x}_2||^2 < 0 \)).

Case 1) \( x_1 = x_0 \).

In this case, it is enough to prove that for all \( \dot{x}_1 \), there exist \( \gamma > 0 \) such that \( ||\dot{x}_1^*||^2 \geq 0 \) and \( ||\dot{x}_2||^2 < 0 \).

From (13):

\footnote{Note that \( x_1 \) can be equal to \( x_0 \).}
Figure 2: Representation of the different points of the scalar objective function

\[ \|\dot{x}_2\|^2 - \|\dot{x}_1\|^2 + 2[\phi(x_2) - \phi(x_1)] = -2\gamma\|x_2 - x_1\| \]
\[ \Rightarrow \|\dot{x}_2\|^2 = \|\dot{x}_1\|^2 - 2[\phi(x_2) - \phi(x_1)] - 2\gamma\|x_2 - x_1\| < 0 \]
\[ \Rightarrow \gamma > \frac{\|\dot{x}_1\|^2 - 2[\phi(x_2) - \phi(x_1)]}{2\|x_2 - x_1\|} \]  \hspace{1cm} (15)

and

\[ \|\dot{x}^*\|^2 - \|\dot{x}_1\|^2 + 2[\phi(x^*) - \phi(x_1)] = -2\gamma\|x^* - x_1\| \]
\[ \Rightarrow \|\dot{x}^*\|^2 = \|\dot{x}_1\|^2 + 2[\phi(x_1) - \phi(x^*)] - 2\gamma\|x^* - x_1\| \geq 0 \]
\[ \Rightarrow \gamma \leq \frac{\|\dot{x}_1\|^2 + 2[\phi(x_1) - \phi(x^*)]}{2\|x_1 - x^*\|} \]  \hspace{1cm} (16)

From (15) and (16):

\[ \frac{\|\dot{x}_1\|^2 - 2[\phi(x_2) - \phi(x_1)]}{2\|x_2 - x_1\|} < \gamma \leq \frac{\|\dot{x}_1\|^2 + 2[\phi(x_1) - \phi(x^*)]}{2\|x_1 - x^*\|} \]  \hspace{1cm} (17)

Note that, by the hypotheses b) and c), the last term in (17) is always greater than the first one, hence, always there exists \( \gamma > 0 \) that satisfies (17). Note also that the first term can be negative, and in this case any non-negative value of the parameter \( \gamma \) satisfies the first inequality.

Case 2) \( x_1 \in (x_0, x^*) \)

In this case (in addition with the case 1), it is enough to prove that for all \( x_0 \) and \( \gamma > 0 \), there exists \( \dot{x}_1 \) such that \( \dot{x}_1 > \epsilon \) for some positive constant \( \epsilon \) arbitrarily small.

From (13):

\[ \|\dot{x}_1\|^2 - \|\dot{x}_0\|^2 + 2[\phi(x_1) - \phi(x_0)] + 2\gamma\|x_1 - x_0\| = 0 \]
\[ \Rightarrow \|\dot{x}_1\|^2 = \|\dot{x}_0\|^2 - 2[\phi(x_1) - \phi(x_0)] - 2\gamma\|x_1 - x_0\| > \epsilon^2 \]
\[ \Rightarrow \|\dot{x}_0\| > [\epsilon^2 + 2[\phi(x_1) - \phi(x_0)] + 2\gamma\|x_1 - x_0\|]^{\frac{1}{2}} \]  \hspace{1cm} (18)
From (17) and (18), for all \( x_0 \), there exist \( \gamma > 0 \) and \( \dot{x}_0 \) such that \( \|\dot{x}_1\| > \varepsilon \) for some \( \varepsilon \) arbitrarily small, \( \|\dot{x}^*\|^2 \geq 0 \) and there does not exist \( \|\dot{x}_2\| \in \mathbb{R} \). Therefore, trajectories generated by (14) converge to \( x^* \).

In the sequel, new algorithms as well as the HBF, DIN and CG algorithms will be derived in a unified manner using the CLF method and compared.

3 Continuous time second order algorithms

In order to carry out the design of second order algorithms, we first describe the corresponding control system illustrated in Figure 1. The reference variable is the lower bound for minimum value of the objective function, denoted \( \phi_{\text{min}} \). This lower bound is compared with the current value of the function, generating a residual or error function \( r(t) \). The residue is the input to a controller which generates the input, \( u(t) \) to the plant, which, in turn, has output equal to its state \( x(t) \). With an appropriate choice of controller and plant, the state variable describes a trajectory from an initial point to the global minimum of the objective function, i.e. the residue is minimized.

The update laws of the control variable \( u \) and the state variable \( x \) are designed using control Liapunov functions.

Choosing (4) as the Liapunov function candidate, equation (5) is its corresponding time derivative. In the sequence, several choices of plant \((x\text{-dynamic})\) and controller \((u\text{-dynamic})\) arise in different second order algorithms.

1) First choice
   Plant \( \dot{x} = u \).
   Substituting in (5) yields: \( \dot{V} = u^T(\dot{u} + \nabla \phi(x)) \).
   Controller \( \dot{u} = -\kappa \text{sgn}(u) - \nabla \phi(x) \)
   where \( \kappa > 0 \).
   In the sequel, an analysis of the stability of the continuous-time system formed by these choices of plant and controller and the convergence of their trajectories will be realized.

   Substituting the equations of the plant and controller in (5):
   \[
   \dot{V} = -\kappa \|u\|_1 \leq 0 \quad (19)
   \]
   Note that \( \dot{V} \) is continuous but it is not continuously differentiable; it fails to be differentiable at \( u_i = 0 \) for all \( i \in \{1, \cdots, n\} \). However, \( u = 0, \nabla \phi(x) = 0 \) is an equilibrium point of (19).

   By the controller equation, which has the function \text{sgn}, this is a nonsmooth system. Thus, commonly used tools to ensure stability of nonlinear dynamical systems, e.g. Barbalat’s lemma, cannot be applied here.

   The overall system can be written as the following Filippov set valued map:

   \[
   \dot{w} = \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} u \\ -\nabla \phi(x) - \kappa \text{sgn}(u) \end{bmatrix} \in \mathcal{F}(w(t)) \quad (20)
   \]

   where \( w(t) := [x(t)^T \ u(t)^T]^T \in \mathbb{R}^{2n} \) and \( \mathcal{F}(w) : \mathbb{R}^{2n} \rightarrow B(\mathbb{R}^{2n}) \) is a set valued map which can be defined as
convex hull between the scalar values, which in this case is co \( \nabla \) and \( \nabla \) such that \( F \) the set valued map is by \( \dot{w} \) point of (20). it is locally bounded and take nonempty, compact and convex values. For all \( w \) and this set consists in all the points \( u \neq 0 \) [31, theorem 1]). the trajectories \( w \) set contained in \( 0 = F \mathbb{R} V \in \mathbb{R} ^{2n} \), the set valued map \( F(w(t)) \) is upper semi-continuous and measurable.

The Lie derivative of \( V(w) \), defined as in (4), along the trajectories defined by \( \dot{w} \) is defined as (see [31, p. 63]):

\[
\dot{V} \in \mathcal{L}_x V(w) = \left\{ \frac{\partial V^T}{\partial w} v \mid v \in F(w) \right\} = \frac{\partial V^T}{\partial x} \dot{x} + \frac{\partial V^T}{\partial u} \dot{u} = -\kappa u^T \text{sgn}(u)
\]

which implies

\[
\mathcal{L}_x V = -\kappa \left[ \sum_{i \mid u_i \neq 0} |u_i| + \sum_{j \mid u_j = 0} u_j \text{co}\{-1, 1\} \right]
\]

Hence, \( V(x(t), u(t)) \) is nonincreasing and \( u(t) \) and \( \phi(x(t)) \) are limited. The following conditions are satisfied:

\( i \) \( V(x, u) \) is locally Lipschitz and regular on \( \mathbb{R} ^{2n} \).

\( ii \) \( V(x, u) = 0 \) for all \( x = x^* \), \( u = 0 \) and \( V(x, u) > 0 \) for all \( x \neq x^* \) or \( u \neq 0 \).

\( iv \) \( \max \mathcal{L}_x V(w(t)) \leq 0 \) for all \( w \neq w^* \). \( \mathcal{L}_x V(w^*) = 0 \).

Then, by \( i \), \( ii \), \( iii \), and \( iv \), \( w^* \) is a strongly stable equilibrium of (20) (see [31, theorem 1]).

Note that \( \{w^*\} \) is an invariant set for the system (20). For condition \( iv \), all the trajectories \( w(t) : [0, \infty) \rightarrow \mathbb{R} ^{2n} \) converge to the largest weakly invariant set contained in

\[
\{w \in \mathbb{R} ^{2n} \mid 0 \in \mathcal{L}_x V(w)\}
\]

and this set consists in all the points \( w^* \) (see [31, theorem 2]).
Hence, $\dot{V}$ tends to zero, and therefore $\dot{u}$ and $u$ tend to zero too. By the controller equation, $\nabla \phi(x)$ tends to zero too.

This ensures that the trajectory tends to a point where the gradient $\nabla \phi(x)$ becomes zero, which is merely a necessary condition for a global minimum, but far from being sufficient. In fact, as in the case of the HBF mechanical analogy mentioned above, a suitable choice of the parameter $\kappa$ of the nonlinear damping term may make it possible for trajectories to traverse basins of attraction of local minima and converge to the global minimum, although this is not guaranteed.

Observe that the controller above is of the variable structure type since it contains a signum function $\text{sgn}$, and the typical behavior of the trajectories in these systems is the sliding mode. Thus, the control variable $u(t)$ describes a sliding mode trajectory, not the output variable $x(t)$.

Given the choices of the plant and the controller, the resulting second order ODE neural network model is:

$$\ddot{x} + \kappa \text{sgn}(\dot{x}) + \nabla \phi(x) = 0$$

and will be denoted MI1 (minimization algorithm 1).

2) Second choice
   Plant $\dot{x} = u$.
   Substituting in (5): $\dot{V} = u^T (\dot{u} + \nabla \phi(x))$.
   Controller $\dot{u} = -\kappa (\nabla^2 \phi(x))^2 u - \nabla \phi(x)$
where $\kappa > 0$ and $\nabla^2 \phi(x)$ is the Hessian matrix of the function. Substituting in (5):

$$\dot{V} = -\kappa u^T (\nabla^2 \phi(x))^2 u \leq 0$$

which implies that $u$ and $\phi(x)$ are limited. Since $\dot{V}$ is uniformly continuous, by Barbalat’s lemma (see [14, p. 123]) $\dot{V}$ tends to zero when $t \to \infty$. Note that this may implies $u = 0$, or a point where $\nabla^2 \phi(x) = 0$, or $u \in N(\nabla^2 \phi(x))$, the null-space of the Hessian matrix. Thus convergence is only local.

Similarly to the case MI1, this algorithm generates trajectories that can stop at any zero gradient point, not necessarily at the global minimum, and the possibility to pass through undesired local minima depends on the choice of the parameter $\kappa$.

By the equations of the plant and the controller, the resulting second order ODE neural network model is:

$$\ddot{x} + \kappa (\nabla^2 \phi(x))^2 \dot{x} + \nabla \phi(x) = 0$$

and will be denoted MI2.

3) Third choice
   Plant $\dot{x} = \nabla^{-2} \phi(x) u$.
where $\nabla^{-2} \phi(x)$ denotes the inverse of the Hessian matrix. Substituting in (5):

$$\dot{V} = u^T (\dot{u} + \nabla^{-2} \phi(x) \nabla \phi(x))$$

Controller $\dot{u} = -\kappa u - \nabla^{-2} \phi(x) \nabla \phi(x)$
where $\kappa > 0$. Substituting in (5):

$$\dot{V} = -\kappa u^T u$$

and will be denoted MI3.
Since \( \dot{V} \) is uniformly continuous, by Barbalat’s lemma, \( \dot{V} \) tends to zero when \( t \) tends to infinity, and hence \( u \) and \( \dot{u} \) both tend to zero too, implying, from the controller equation, that \( \nabla^{-2}\phi(x)\nabla\phi(x) \) tends to zero too. Note that this implies that the trajectories can stop not only at a zero gradient point, but also at a point such that \( \nabla\phi(x) \in \mathcal{N}(\nabla^{-2}\phi(x)) \), the null-space of the inverse of the Hessian matrix, and thus convergence is only local. Moreover, since the inverse of the Hessian matrix occurs in the definition of both plant and controller, this algorithm is not defined at the points where the Hessian is singular, that is, where \( \det(\nabla^{2}\phi(x)) = 0 \).

From the choices of the plant and the controller, the resulting second order ODE neural network model is:

\[
\ddot{\nabla}\phi(x) + \kappa \dot{\nabla}\phi(x) + \nabla^{-2}\phi(x)\nabla\phi(x) = 0
\]

(26)

This algorithm will be denoted MI3.

4) Fourth choice

\[\dot{x} = \nabla^{-2}\phi(x)u.\]

Substituting in (5): \( \dot{V} = u^T(\dot{u} + \nabla^2\phi(x)\nabla\phi(x)) \).

Controller \( \dot{u} = -\kappa u - \nabla^{-2}\phi(x)\nabla\phi(x) \)

where \( \kappa > 0 \). Substituting in (5):

\[
\dot{V} = -\kappa u^Tu
\]

(27)

An analysis similar to those made above, allows us to conclude that the trajectories can stop not only at zero gradient points, but also at points \( x \) such that \( \nabla\phi(x) \in \mathcal{N}(\nabla^2\phi(x)) \), the null-space of the Hessian matrix. Thus convergence is only local.

The resulting second order ODE neural network model is:

\[
\dot{x} + (\kappa I - \nabla^2\phi(x)\nabla^{-2}\phi(x))\dot{x} + (\nabla^2\phi(x))^2\nabla\phi(x) = 0
\]

(28)

This algorithm will be denoted as MI4.

5) Fifth choice

It is possible to design other algorithms by changing the candidate Lyapunov function. For example, choosing

\[
V(x, u) = (a + b)(\phi(x) - \phi_{\min}) + \frac{\|\nabla\phi(x) + u\|^2}{2} \geq 0
\]

(29)

where \( a \) and \( b \) are scalar parameters such that \( a + b > 0 \).

Note that this candidate Lyapunov function is equal to zero only at a point \( x = x^* \) such that \( \phi(x^*) = \phi_{\min} \), point where \( \nabla\phi(x^*) = 0 \), and for \( u = 0 \).

The time derivative of (29) is

\[
\dot{V} = (a + b)\nabla^T\phi(x)\dot{x} + (\nabla\phi(x) + u)^T(\nabla^2\phi(x)\dot{x} + \dot{u})
\]

(30)

The plant and the controller are chosen as follows:

\[\dot{x} = \nabla^{-2}\phi(x)u\]

where \( \nabla^{-2}\phi(x) \) denotes the inverse of the Hessian matrix. Substituting in (30):

\[
\dot{V} = (a + b)\nabla^T\phi(x)\nabla^{-2}\phi(x)u + (\nabla\phi(x) + u)^T(u + \dot{u})
\]
Controller \( \dot{u} = -\gamma \nabla \phi(x) - (1 - \gamma)u - \nabla^{-2} \phi(x)(au + b\nabla \phi(x)) \)
where \( \gamma \in \mathbb{R} \). Substituting in (30):

\[
\dot{V} = (a + b)\nabla^T \phi(x)\nabla^{-2} \phi(x)u + \\
(\nabla \phi(x) + u)^T (u - \gamma \nabla \phi(x) - (1 - \gamma)u - \nabla^{-2} \phi(x)(au + b\nabla \phi(x))) \\
= (a + b)\nabla^T \phi(x)\nabla^{-2} \phi(x)u + \nabla^T \phi(x)u - \gamma \nabla^T \phi(x)\nabla \phi(x) \\
+ u^T u - \gamma u^T \nabla \phi(x) - (1 - \gamma)\nabla^T \phi(x)u - (1 - \gamma)u^T u \\
- a\nabla^T \phi(x)\nabla^{-2} \phi(x)u - b\nabla^T \phi(x)\nabla^{-2} \phi(x)\nabla \phi(x) \\
- au^T \nabla^{-2} \phi(x)u - bu^T \nabla^{-2} \phi(x)\nabla \phi(x) \\
= -\nabla^T \phi(x)(\gamma I + b\nabla^{-2} \phi(x))\nabla \phi(x) - u^T (-\gamma I + a\nabla^{-2} \phi(x))u
\]

where the fact that the Hessian matrix of a scalar function is symmetric has been used.

Note that if \( a, b \) and \( \gamma \) were chosen in such a way that \( \gamma I + b\nabla^{-2} \phi(x) > 0 \) and \( -\gamma I + a\nabla^{-2} \phi(x) > 0 \) in a region, then \( \dot{V} \leq 0 \) and since this is uniformly continuous, by Barbalat’s lemma it tends to zero inside this region, thus convergence is only local. If \( \dot{V} \) tends to zero, then \( u, \dot{u} \) and \( \nabla \phi(x) \) tend to zero too, but the trajectories can stop at any zero gradient point.

This algorithm can also be represented as a second order ODE:

\[
\dot{\nabla} \phi(x) + (I - \gamma I + a\nabla^{-2} \phi(x))\dot{\nabla} \phi(x) + (\gamma I + b\nabla^{-2} \phi(x))\nabla \phi(x) = 0 \tag{31}
\]

This algorithm will be denoted as MI5.

6) DIN

DIN algorithm (8), can also be viewed as a dynamical closed loop control system, with the following choices for the plant and the controller:

Plant \( \dot{x} = u \).
Controller \( \dot{u} = -\nabla \phi(x) - au - b\nabla^2 \phi(x)u \).

To make an analysis of the trajectories generated by this algorithm, we choose a candidate Liapunov function similar to the energy function used in [13]:

\[
V(x, u) = (ab + 1)(\phi(x) - \phi_{\text{min}}) + \frac{\|u + b\nabla \phi(x)\|^2}{2} \geq 0 \tag{32}
\]

Note that (32) is equal to zero only at \( x = x^* \) and \( u = 0 \). The time derivative of (32), applying the plant and the controller equations, that is, along the trajectories generated by the closed loop system, is:

\[
\dot{V} = (ab + 1)\nabla^T \phi(x)u + (u + b\nabla \phi(x))^T \\
(\nabla \phi(x) - au - b\nabla^2 \phi(x)u) + b\nabla^2 \phi(x)u \\
= ab\nabla^T \phi(x)u + \nabla^T \phi(x)u - u^T \nabla \phi(x) - a\|u\|^2 \\
- b\|\nabla \phi(x)\|^2 - ab\nabla^T \phi(x)u \\
= -a\|u\|^2 - b\|\nabla \phi(x)\|^2
\]

By Barbalat’s lemma, since \( \dot{V} \) is uniformly continuous, \( \dot{V} \) tends to zero and therefore \( u \) and \( \nabla \phi(x) \) also tend to zero, but trajectories can stop at any zero gradient point, depending on the choice of the parameters \( a \) and \( b \) to be able to bypass local minima.

Making the change of variables proposed in the plant and the controller choices, that is, \( \dot{x} = u \) and \( \dot{\bar{x}} = \dot{u} = -\nabla \phi(x) - a\dot{x} - b\nabla^2 \phi(x)\dot{x} \), we easily arrive
7) HBF

The algorithm HBF (6), can also be represented as a dynamical closed loop control system. Choosing (4) as candidate Liapunov function, and with the following choices for plant and controller:

Plant  \( \dot{x} = u \)
and substituting in (5): \( \dot{V} = u^T(\nabla \phi(x) + \dot{u}) \).

Controller  \( \ddot{u} = -\gamma u - \nabla \phi(x) \)
where \( \gamma > 0 \). Substituting in (5):
\[
\dot{V} = -\gamma u^T u \leq 0
\]

Making the same analysis as above, by Barbalat’s lemma \( u \) and \( \dot{u} \) tend to zero, and from the controller equation, we conclude that the trajectories can stop at any point \( x \) such that \( \nabla \phi(x) = 0 \). Trajectories could pass through local minima and converge to the global minimum by suitable choice of the parameter \( \gamma \).

Making the change of variables realized in the plant definition \( \dot{x} = u \), and applying the controller equation \( \ddot{u} = \ddot{x} = -\nabla \phi(x) - \gamma \dot{x} \), we easily arrive at (6).

Here, we extend the definition of the HBF algorithm (6) to the following second order ODE:
\[
\ddot{x} + \gamma(x, \dot{x}) \dot{x} + \mu(x, \dot{x}) \nabla \phi(x) = 0
\]  
(33)

where \( \gamma(x, \dot{x}) \) and \( \mu(x, \dot{x}) : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) are scalar-valued functions of the state variables \( x \) and \( \dot{x} \). Algorithm (33) will be denoted as \textit{generalized heavy ball with friction} (gHBF). Note that the choice \( \mu = 1 \) leads to the HBF ODE (6).

The system (33) can also be interpreted as a closed loop control system, by the following choices of plant and controller.

Plant \( \dot{x} = u \).
Controller \( \ddot{u} = -\gamma(x, u) u - \mu(x, u) \nabla \phi(x) \).

Choosing (4) as candidate Liapunov function, and substituting the equations of the plant and the controller in (5), yields:
\[
\dot{V} = (1 - \mu(x, u)) \nabla^T \phi(x) u - \gamma(x, u) u^T u
\]  
(34)

The choices of different expressions for \( \mu(x, u) \) and \( \gamma(x, u) \) that make \( \dot{V} \) negative in (34) lead to different algorithms. In the sequel, some choices of these functions will be presented.

7a) First choice
\( \gamma > 0 \) as a constant value.

\[
\mu(x, u) = \begin{cases} 
1 - \frac{\gamma u^T u}{\nabla^2 \phi(x) u} + a & \text{if } \nabla^T \phi(x) u > \epsilon \\
1 - \frac{\gamma u^T u}{\nabla^2 \phi(x) u} - b & \text{if } \nabla^T \phi(x) u < -\epsilon \\
1 & \text{if } |\nabla^T \phi(x) u| \leq \epsilon
\end{cases}
\]  
(35)
where the parameters $a > 0$, $b > 0$, and the parameter $\epsilon$ is a positive scalar value small enough. The parameters $a$ and $b$ can be variables. For example, the choices

\[
a = \gamma \frac{u^T u}{\nabla T \phi(x) u} + c, \quad c > 0
\]

leads to the parameter $\mu = 1 + c$ if $\nabla T \phi(x) u > \epsilon$

\[
b = -\gamma \frac{u^T u}{\nabla T \phi(x) u} + d, \quad d > 0
\]

leads to the parameter $\mu = 1 - d$ if $\nabla T \phi(x) u < -\epsilon$

Note that for $|\nabla T \phi(x) u| \leq \epsilon$, the algorithm (33) becomes equal to (6).

Figure 3 shows possible values of the parameter $\mu(x, u)$ versus $\nabla T \phi(x) u$.

With the parameter $\mu(x, u)$ chosen as in (35), the system (33) becomes nonsmooth, and it can be represented by the following Filippov set valued map:

\[
\dot{w} = \begin{bmatrix}
\dot{x} \\
\dot{u}
\end{bmatrix} = \begin{bmatrix}
-\gamma u - \mu u \\
\nabla T \phi(x)
\end{bmatrix} \in \mathcal{F}(w(t))
\] (36)

where $w(t) := [x(t) T \ u(t) T]^T$ and $\mathcal{F}(w)$ is:

\[
\mathcal{F}(w) = \begin{cases}
[u^T - \gamma u^T - \left(1 - \frac{u^T u}{\nabla T \phi(x) u} + a \right) \nabla T \phi(x)]^T & \text{if } \nabla T \phi(x) u > \epsilon \\
[u^T - \gamma u^T - \left(1 - \frac{u^T u}{\nabla T \phi(x) u} - b \right) \nabla T \phi(x)]^T & \text{if } \nabla T \phi(x) u < -\epsilon \\
[u^T - \gamma u^T - \nabla T \phi(x)]^T & \text{if } |\nabla T \phi(x) u| < \epsilon \\
[u^T - \gamma u^T - co \left\{1, 1 - \frac{u^T u}{\epsilon} + a\right\} \nabla T \phi(x)]^T & \text{if } \nabla T \phi(x) u = \epsilon \\
[u^T - \gamma u^T - co \left\{1, 1 + \frac{u^T u}{\epsilon} - b\right\} \nabla T \phi(x)]^T & \text{if } \nabla T \phi(x) u = -\epsilon
\end{cases}
\]

Defining $w^* := [x^T \ 0^T]^T$, being $x$, any zero gradient point, $0 \in \mathcal{F}(w^*)$ and hence $w^*$ is an equilibrium point of (36).

Note that:
i) $\mathcal{F} : \mathbb{R}^{2n} \to \mathcal{B}(\mathbb{R}^{2n})$ is a piecewise continuous set valued map, it is locally bounded and take nonempty, compact and convex values. For all $w \in \mathbb{R}^{2n}$, the set valued map $\mathcal{F}(w(t))$ is upper semi-continuous and measurable.

The Lie derivative of the candidate Liapunov function (4), $V(w)$ along the trajectories defined by $\dot{w}$ in (36) is defined as (see [31, p. 63]):

\[
\dot{V} = (1 - \mu(x, u))\nabla^T \phi(x)u - \gamma u^T u \in \mathcal{L}_x V(w) = \left\{ \frac{\partial V}{\partial w} v \mid v \in \mathcal{F}(w) \right\}
\]

\[
\dot{V} = \begin{cases} 
-\alpha\nabla^T \phi(x)u < 0 & \text{if } \nabla^T \phi(x)u > \epsilon \\
\delta\nabla^T \phi(x)u < 0 & \text{if } \nabla^T \phi(x)u < -\epsilon \\
-\gamma u^T u \leq 0 & \text{if } |\nabla^T \phi(x)u| < \epsilon \\
\cos(-\gamma u^T u, -\alpha \epsilon) < 0 & \text{if } \nabla^T \phi(x)u = \epsilon \\
\cos(-\gamma u^T u, -\beta \epsilon) < 0 & \text{if } \nabla^T \phi(x)u = -\epsilon 
\end{cases}
\]

Hence $\dot{V}(w) < 0$ for all $u \neq 0$. Hence $u$ and $\phi(x)$ are limited.

The following conditions are satisfied:

ii) $V(x, u)$ is locally Lipschitz and regular on $\mathbb{R}^n$.

iii) $V(x, u) = 0$ for all $x = x^*$, $u = 0$ and $V(x, u) > 0$ for all $x \neq x^*$ or $u \neq 0$.

iv) max $\mathcal{L}_x V(w(t)) \leq 0$ for all $w \neq w^*$, $\mathcal{L}_x V(w^*) = 0$.

Then, by i), ii), iii), and iv), $w^*$ is a strongly stable equilibrium of (36) (see [31, theorem 1]) and the trajectories generated by (36) converge to the largest invariant set $\{w^*\} = \{[x^T 0^T]^T \mid \nabla \phi(x) = 0\}$ (see [31, theorem 2]).

Hence, $\dot{V}$ tends to zero, and therefore $\dot{u}$ and $u$ tend to zero too. By the controller equation, $\nabla \phi(x)$ tends to zero too. Here again, depends on the choice of the parameters $\gamma$, $\alpha$, and $\beta$ that trajectories achieve pass through local minima to converge to the global minimum of the function.

This algorithm will be denoted as HBF1.

7b) Second choice

$\gamma > 0$ as a constant value.

$\mu(x, u) = 1 + \kappa \text{sgn}(\nabla^T \phi(x)u)$

where $\kappa > 0$. Here again, this is a nonsmooth system, which can be represented by the following set valued map:

\[
w = \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} u \\ -\gamma u - (1 + \kappa \text{sgn}(\nabla^T \phi(x)u))\nabla \phi(x) \end{bmatrix} \in \mathcal{F}(w(t))
\]

(37)

where $w(t) := [x(t)^T \ u(t)^T]^T$ and the set valued map $\mathcal{F}(w)$ can be represented as:

\[
\mathcal{F}(w) = \left\{ \begin{bmatrix} u^T - \gamma u^T - (1 + \kappa)\nabla^T \phi(x) \\ (1 + \kappa)\nabla^T \phi(x) \\ u^T - \gamma u^T - (1 - \kappa)\nabla^T \phi(x) \end{bmatrix} \mid \begin{array}{l} \text{if } \nabla^T \phi(x)u > 0 \\
\text{if } \nabla^T \phi(x)u < 0 \\
\text{if } \nabla^T \phi(x)u = 0 \end{array} \right\}
\]

(38)

where $\text{co}\{-\kappa, +\kappa\} = [-\kappa, +\kappa]$.

The point $w^* := [x^*_0 0^T]^T$, being $x_*$ any zero gradient point, is an equilibrium point of (37).
The Lie derivative of the candidate Liapunov function (4) along the trajectories determined by $\hat{w}(t)$ is:

$$
\dot{V} \in \mathcal{L}_F V(w) = \{\nabla^T V(w) \delta v \mid v \in \mathcal{F}(w)\} = \\
= \begin{cases} \\
-\kappa |\nabla^T \phi(x)u| - \gamma u^T \hat{u} < 0 & \text{if } \nabla^T \phi(x)u \neq 0 \\
-\gamma u^T \hat{u} - [-\kappa, +\kappa] \nabla^T \phi(x)u = -\gamma u^T \hat{u} \leq 0 & \text{if } \nabla^T \phi(x)u = 0 \\
\end{cases}
$$

An analysis completely similar to that made in the former subsection allows to conclude that the trajectories determined by (37) converge to a point $w^*$.

This algorithm will be denoted as HBF2.

7c) Third choice

$\gamma > 0$ as a constant value.

$$
\mu(x, u) = \begin{cases} 1 + \kappa \frac{1}{\nabla^T \phi(x)u} & \text{if } |\nabla^T \phi(x)u| > \epsilon \\
1 & \text{if } |\nabla^T \phi(x)u| \leq \epsilon \\
\end{cases}
$$

(39)

where $\kappa > 0$ and $\epsilon > 0$ is a constant value small enough. Note that, for $|\nabla^T \phi(x)u| \leq \epsilon$, this algorithm becomes equal to (6). Here again, this is a nonsmooth system which can be represented by the following set valued map:

$$
\hat{w} = \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} u \\ -\gamma u - \mu(x, u)\nabla \phi(x) \end{bmatrix} \in \mathcal{F}(w(t))
$$

(40)

where $w(t) := [x(t)^T u(t)^T]^T$ and the set valued map $\mathcal{F}(w)$ can be represented as:

$$
\mathcal{F}(w) = \begin{cases} \\
[u^T - \gamma u^T - (1 + \kappa \frac{1}{\nabla^T \phi(x)u}) \nabla^T \phi(x)]^T & \text{if } \nabla^T \phi(x)u > \epsilon \\
[u^T - \gamma u^T - (1 + \kappa \frac{1}{\nabla^T \phi(x)u}) \nabla^T \phi(x)]^T & \text{if } \nabla^T \phi(x)u < -\epsilon \\
[u^T - \gamma u^T - \nabla^T \phi(x)]^T & \text{if } |\nabla^T \phi(x)u| < \epsilon \\
[u^T - \gamma u^T - \co \{1, 1 + \frac{\kappa}{\epsilon}\} \nabla^T \phi(x)]^T & \text{if } \nabla^T \phi(x)u = \epsilon \\
[u^T - \gamma u^T - \co \{1, 1 - \frac{\kappa}{\epsilon}\} \nabla^T \phi(x)]^T & \text{if } \nabla^T \phi(x)u = -\epsilon \\
\end{cases}
$$

Note that $w^* := [x^T_0 0]^T$, being $x_*$ any zero gradient point, is an equilibrium point of (40).

The Lie derivative of the candidate Liapunov function (4) along the trajectories determined by $\hat{w}(t)$ is:

$$
\dot{V} \in \mathcal{L}_F V = \{\nabla^T V(w) \delta v \mid v \in \mathcal{F}(w)\} = \\
= \begin{cases} -\kappa \gamma u^T \hat{u} < 0 & \text{if } \nabla^T \phi(x)u > \epsilon \\
-\gamma u^T \hat{u} \leq 0 & \text{if } \nabla^T \phi(x)u \leq \epsilon \\
-\gamma u^T \hat{u} + [-\kappa, 0] < 0 & \text{if } \nabla^T \phi(x)u = \epsilon \\
-\gamma u^T \hat{u} - [0, \kappa] < 0 & \text{if } \nabla^T \phi(x)u = -\epsilon \\
\end{cases}
$$

An analysis completely similar to that made in the former subsection allows to conclude that the trajectories determined by (40) converge to a point $w^*$.

This algorithm will be denoted as HBF3.

7d) Fourth choice

$\gamma > 0$ as a constant value.
\[ \mu(x, u) = 1 + \kappa \nabla^T \phi(x) u \]

where \( \kappa > 0 \). Note that this is a smooth system, which can be represented by the following first order ODE:

\[
\dot{w}(t) = \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} u \\ -\gamma u - (1 + \kappa \nabla^T \phi(x) u) \nabla \phi(x) \end{bmatrix}
\]  \hspace{1cm} \text{(41)}

where \( w(t) := [x(t)^T, u(t)^T]^T \) and \( \Gamma := [x^T, 0]^T \), being \( x^* \) any zero gradient point, is an equilibrium point of (41).

The derivative of the candidate Liapunov function (4) along the trajectories determined by (41) is:

\[
\dot{V}(w) = \nabla^T V(w) \dot{w} = -\kappa (\nabla^T \phi(x) u)^2 - \gamma u^T u \leq 0
\]

By the Barbalat’s lemma, since \( \dot{V} \) is uniformly continuous, \( \dot{V} \) tends to zero when \( t \) tends to infinity, so \( u \rightarrow 0 \). By the controller equation \( \nabla \phi(x) \) also tends to zero, and the system can stop at any zero gradient point.

This algorithm will be denoted as HBF4.

7c) Fifth choice

\[
\gamma(x, u) = \begin{cases} \frac{b}{u^T u} & \text{if } u^T u > \epsilon \\ 1 & \text{if } u^T u \leq \epsilon \end{cases}
\]

\[
\mu(x, u) = \begin{cases} 1 + \frac{a}{\nabla \phi(x) u} & \text{if } |\nabla \phi(x) u| > \epsilon \\ 1 & \text{if } |\nabla \phi(x) u| \leq \epsilon \end{cases}
\]  \hspace{1cm} \text{(42)}

where \( a > 0 \), \( b > 0 \) and the parameter \( \epsilon \) is a positive constant value small enough. This is also a nonsmooth system which can be represented by the following piecewise continuous set valued map:

\[
\dot{w}(t) = \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} u \\ -\gamma(x, u) u - \mu(x, u) \nabla \phi(x) \end{bmatrix} \in \mathcal{F}(w(t)) =
\]

\[
\begin{cases}
    u^T - \frac{b}{u^T u} u^T - \left( 1 + \frac{a}{\nabla \phi(x) u} \right) \nabla \phi(x) & \text{if } u^T u > \epsilon \text{ and } |\nabla \phi(x) u| > \epsilon \\
    u^T - u^T - \left( 1 + \frac{a}{\nabla \phi(x) u} \right) \nabla \phi(x) & \text{if } u^T u < \epsilon \text{ and } |\nabla \phi(x) u| > \epsilon \\
    u^T - \frac{b}{u^T u} u^T - \nabla \phi(x) & \text{if } u^T u \leq \epsilon \text{ and } |\nabla \phi(x) u| > \epsilon \\
    u^T - u^T - \nabla \phi(x) & \text{if } u^T u \leq \epsilon \text{ and } |\nabla \phi(x) u| \leq \epsilon \\
    u^T - \left[ 1, \frac{b}{u^T u} \right] u^T - \nabla \phi(x) & \text{if } u^T u > \epsilon \text{ and } |\nabla \phi(x) u| = \epsilon \\
    u^T - \frac{b}{u^T u} u^T - \left[ 1, 1 + \frac{a}{\nabla \phi(x) u} \right] \nabla \phi(x) & \text{if } u^T u < \epsilon \text{ and } |\nabla \phi(x) u| = \epsilon \\
    u^T - u^T - \left[ 1, 1 + \frac{a}{\nabla \phi(x) u} \right] \nabla \phi(x) & \text{if } u^T u \leq \epsilon \text{ and } |\nabla \phi(x) u| = \epsilon \\
    u^T - \left[ 1, \frac{b}{u^T u} \right] u^T - \left[ 1, 1 + \frac{a}{\nabla \phi(x) u} \right] \nabla \phi(x) & \text{if } u^T u > \epsilon \text{ and } |\nabla \phi(x) u| = \epsilon \\
    u^T - \frac{b}{u^T u} u^T - \left[ 1, 1 + \frac{a}{\nabla \phi(x) u} \right] \nabla \phi(x) & \text{if } u^T u < \epsilon \text{ and } |\nabla \phi(x) u| = \epsilon \\
    u^T - u^T - \left[ 1, 1 + \frac{a}{\nabla \phi(x) u} \right] \nabla \phi(x) & \text{if } u^T u \leq \epsilon \text{ and } |\nabla \phi(x) u| = \epsilon \\
\end{cases}
\]  \hspace{1cm} \text{(43)}

Note that \( w^* := [x^T, 0]^T \), being \( x^* \) any zero gradient point, is an equilibrium point of (43).

The Lie derivative of the candidate Liapunov function (4) along the trajectories determined by \( \dot{w}(t) \) is:
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\[
\begin{cases}
-b - a < 0 & \text{if } u^T u > \epsilon \text{ and } |\nabla^T \phi(x) u| > \epsilon \\
-u^T u - a < 0 & \text{if } u^T u < \epsilon \text{ and } |\nabla^T \phi(x) u| > \epsilon \\
-b < 0 & \text{if } u^T u > \epsilon \text{ and } |\nabla^T \phi(x) u| < \epsilon \\
-u^T u < 0 & \text{if } u^T u < \epsilon \text{ and } |\nabla^T \phi(x) u| < \epsilon \\
-\epsilon, b - a < 0 & \text{if } u^T u = \epsilon \text{ and } |\nabla^T \phi(x) u| > \epsilon \\
-\epsilon, b < 0 & \text{if } u^T u = \epsilon \text{ and } |\nabla^T \phi(x) u| < \epsilon \\
-b - [0, a] < 0 & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x) u = \epsilon \\
-b = [0, a] < 0 & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x) u = -\epsilon \\
-u^T u - [0, a] < 0 & \text{if } u^T u < \epsilon \text{ and } \nabla^T \phi(x) u = \epsilon \\
-u^T u - [0, a] < 0 & \text{if } u^T u < \epsilon \text{ and } \nabla^T \phi(x) u = -\epsilon \\
-\epsilon, b - [0, a] < 0 & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u = \epsilon \\
-\epsilon, b - [0, a] < 0 & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u = -\epsilon \\
\end{cases}
\]

An analysis completely similar to that made in the former subsection allows to conclude that the trajectories determined by (43) converge to the point \( w^* \).

This algorithm will be denoted as HBF5.

7f) Sixth choice

\[
\mu = \begin{cases}
\mu_1 > 1 & \text{if } \nabla^T \phi(x) u > 0 \\
0 < \mu_2 < 1 & \text{if } \nabla^T \phi(x) u \leq 0
\end{cases}
\]

\[
\gamma(x, u) = \begin{cases}
(1 - \mu) \frac{\nabla^T \phi(x) u}{u^T u} + a & \text{if } u^T u > \epsilon \\
a & \text{if } u^T u \leq \epsilon
\end{cases}
\]

where \( a > 0 \) and \( \epsilon > 0 \) is a constant value small enough.

The system (33) becomes nonsmooth with these parameters, and it can be represented by the following set valued map:

\[
\mathbf{w}(t) = \begin{bmatrix}
\mathbf{x} \\
\mathbf{u}
\end{bmatrix} = \begin{bmatrix}
-\mu \nabla \phi(x) - \gamma(x, u) u \\
\mathbf{u}
\end{bmatrix} \in \mathcal{F}(w) =
\]

\[
\begin{cases}
\mathbf{u}^T - \mu_1 \nabla^T \phi(x) - \left(1 - \mu_1\right) \frac{\nabla^T \phi(x) u}{u^T u} + a \mathbf{u}^T \mathbf{u} & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x) u > 0 \\
\mathbf{u}^T - \mu_1 \nabla^T \phi(x) - a \mathbf{u}^T \mathbf{u} & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x) u < 0 \\
\mathbf{u}^T - \mu_2 \nabla^T \phi(x) - \left(1 - \mu_2\right) \frac{\nabla^T \phi(x) u}{u^T u} + a \mathbf{u}^T \mathbf{u} & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x) u < 0 \\
\mathbf{u}^T - \mu_2 \nabla^T \phi(x) - a \mathbf{u}^T \mathbf{u} & \text{if } u^T u < \epsilon \text{ and } \nabla^T \phi(x) u < 0 \\
\mathbf{u}^T - \mu_1 \nabla^T \phi(x) - \left(1 - \mu_1\right) \frac{\nabla^T \phi(x) u}{u^T u} + a \mathbf{u}^T \mathbf{u} & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u > 0 \\
\mathbf{u}^T - \mu_2 \nabla^T \phi(x) - a \mathbf{u}^T \mathbf{u} & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u < 0 \\
\mathbf{u}^T - \mu_1 \nabla^T \phi(x) - \frac{\nabla^T \phi(x)}{\epsilon} + a \mathbf{u}^T \mathbf{u} & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u = 0 \\
\mathbf{u}^T - \mu_2 \nabla^T \phi(x) - a \mathbf{u}^T \mathbf{u} & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u = 0 \\
\mathbf{u}^T - \mu_1 \nabla^T \phi(x) - a \mathbf{u}^T \mathbf{u} & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u = 0 \\
\mathbf{u}^T - \mu_2 \nabla^T \phi(x) - a \mathbf{u}^T \mathbf{u} & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x) u = 0
\end{cases}
\]

where \( \mathbf{w}(t) = [\mathbf{x}(t)^T \mathbf{u}(t)^T]^T \). Defining \( \mathbf{w}^* = [\mathbf{x}^T_0 \mathbf{0}^T]^T \), being \( \mathbf{x}_0 \) any zero gradient point, we note that \( \mathbf{0} \in \mathcal{F}(\mathbf{w}^*) \), hence \( \mathbf{w}^* \) is an equilibrium point of (45).

The Lie derivative of the candidate Lyapunov function (4) along the trajectories defined by (45) is:
\[ \dot{V}(w) \in \mathcal{L}_x V(w) = \{ \nabla^T V(w)v \mid v \in \mathcal{F}(w) \} = \begin{cases} -au^T u < 0 & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x)u > 0 \\ (1 - \mu_1)\nabla^T \phi(x)u - au^T u < 0 & \text{if } u^T u < \epsilon \text{ and } \nabla^T \phi(x)u > 0 \\ -au^T u < 0 & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x)u < 0 \\ (1 - \mu_2)\nabla^T \phi(x)u - au^T u < 0 & \text{if } u^T u < \epsilon \text{ and } \nabla^T \phi(x)u < 0 \\ -\alpha + [0, 1](1 - \mu_1)\nabla^T \phi(x)u < 0 & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x)u > 0 \\ -\alpha + [0, 1](1 - \mu_2)\nabla^T \phi(x)u < 0 & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x)u < 0 \\ -au^T u < 0 & \text{if } u^T u > \epsilon \text{ and } \nabla^T \phi(x)u = 0 \\ -au^T u \leq 0 & \text{if } u^T u < \epsilon \text{ and } \nabla^T \phi(x)u = 0 \\ -\alpha \leq 0 & \text{if } u^T u = \epsilon \text{ and } \nabla^T \phi(x)u = 0 \end{cases} \]

Hence \( \mathcal{L}_x V(w) < 0 \) for all \( w \) such that \( u \neq 0 \), and \( \mathcal{L}_x V(w) = 0 \) for all \( w \) such that \( u = 0 \). Making an analysis completely similar to that made in the former sections, \( w(t) \) tends to the invariant set \( \{ w^* \} \), that is, to a zero gradient point.

This algorithm will be denoted HBF6.

Surely, there exist other choices of the parameters \( \mu(x, u) \) and \( \gamma(x, u) \) that make \( \mathcal{L}_x V(w) \) negative for all \( u \neq 0 \). The ones presented here are only the simplest examples.

8) CG

The conjugate gradient algorithm (12), as mentioned above, can also be viewed as a closed loop control system. Equation (12) is rewritten here for convenience.

\[
\begin{align*}
\dot{x} &= \alpha(x, u)u \\
\dot{u} &= -\nabla \phi(x) - \beta(x, u)u 
\end{align*}
\] (46)

Choosing (4) as candidate Liapunov function, and using (46) as the choices of plant and controller, respectively, the candidate Liapunov function derivative yields:

\[ \dot{V} = (\alpha(x, u) - 1)u^T \nabla \phi(x) - \beta(x, u)u^T u \]

Observe that the choice \( \alpha = 1 \) results \( \dot{V} < 0 \) for all \( \beta > 0 \) and \( u \neq 0 \), but in this case (46) becomes equivalent to the HBF ODE (6) with the parameter \( \beta = \gamma \).

Here again, different choices of the parameters \( \alpha(x, u) \) and \( \beta(x, u) \) lead to different algorithms.

**Remark 3.1** Observe that, if \( \alpha(x, u) \) is assumed differentiable in \( x, u \), then (46) can be rewritten (in terms of \( \ddot{x}, \dot{x}, x \)) as follows:

\[ \ddot{x} + \beta(x, u)\dot{x} + \alpha(x, u)\nabla \phi(x) - \left[ \frac{\partial \alpha}{\partial x} \dot{x} + \frac{\partial \alpha}{\partial u} u \right] u = 0 \]

If it is assumed that \( \alpha \) depends only on \( x \) (and not on \( u \)), then (46) can be reduced to second order form, yielding (assuming \( \alpha(x) \neq 0 \), for all \( x \)):

\[ \ddot{x} + \left[ \beta(x) \frac{\nabla \alpha(x)^T \dot{x}}{\alpha(x)} \right] \dot{x} + \alpha(x)\nabla \phi(x) = 0 \] (47)
so that the state-dependent term $\alpha(x)$ is seen to give rise to a nonlinear damping term (the term within square brackets in (47)). Of course, a switching law of the parameter $\alpha$ for the CG ODE is discontinuous, so reduction to the second order form above is not possible, but it does serve as an indication that the CG dynamics are quite different and more complex than the HBF dynamics.

In the sequel, some choices of the parameters $\alpha(x, u)$ and $\beta(x, u)$ will be presented.

8a) First choice

$\beta > 0$ as a constant value.

$$
\alpha(x, u) = \begin{cases}
1 + \beta \frac{u^T u}{\|x\|^2} & \text{if } \nabla^T \phi(x) u > \epsilon \\
1 + \beta \frac{u^T u}{\|x\|^2} + b & \text{if } \nabla^T \phi(x) u < -\epsilon \\
1 & \text{if } |\nabla^T \phi(x) u| \leq \epsilon
\end{cases}
$$

(48)

where $a > 0$, $b > 0$ and $\epsilon > 0$ is a constant value small enough.

Also here, as in the case 7a), the parameters $a$ and $b$ can be variables. For example, the choices

$a = \beta \frac{u^T u}{\|x\|^2} + c$, $c > 0$ leads to $\alpha = 1 - c$ if $\nabla^T \phi(x) u > \epsilon$

$b = -\beta \frac{u^T u}{\|x\|^2} + d$, $d > 0$ leads to $\alpha = 1 + d$ if $\nabla^T \phi(x) u < -\epsilon$

With these choices of the parameters $\beta$ and $\alpha(x, u)$, the algorithm (46) becomes nonsmooth, and can be represented by the following set valued map:

$$
\dot{w}(t) = \begin{bmatrix}
\dot{x} \\
\dot{u}
\end{bmatrix} = \begin{bmatrix}
\alpha(x, u)u \\
-\nabla \phi(x) - \beta u
\end{bmatrix} \in \mathcal{F}(w) =

\begin{bmatrix}
(1 + \beta \frac{u^T u}{\|x\|^2} - a)u^T - \nabla^T \phi(x) - \beta u^T \\
(1 + \beta \frac{u^T u}{\|x\|^2} + b)u^T - \nabla^T \phi(x) - \beta u^T \\
[1, 1 + \beta \frac{u^T u}{\|x\|^2} - a]u^T - \nabla^T \phi(x) - \beta u^T \\
[1, 1 - \beta \frac{u^T u}{\|x\|^2} + b]u^T - \nabla^T \phi(x) - \beta u^T
\end{bmatrix}^T
$$

(49)

where $w(t) = [x(t)^T, u(t)^T]^T$. Defining $w^* = [x_0^T, 0]^T$, being $x_0$ any zero gradient point, $0 \in \mathcal{F}(w^*)$, hence $w^*$ is an equilibrium point of (49).

Choosing (4) as candidate Liapunov function, the Lie derivative of $V(w)$ along the trajectories defined by (49) is:

$$
\dot{V}(w) = \nabla^T V(w) \in \{\nabla^T V(w) \mid v \in \mathcal{F}(w)\} =

\begin{bmatrix}
-a \nabla^T \phi(x) u < 0 \\
b \nabla^T \phi(x) u < 0 \\
-\beta u^T u \leq 0 \\
-\beta u^T u \leq 0
\end{bmatrix}
$$

Here again, an analysis similar to that made in the former subsections, allow us to conclude that $u$ and $\dot{u}$ tend to zero, and, by the controller equation, $\nabla \phi(x)$ also tends to zero. Therefore, the trajectories generated by this algorithm can
stop at any zero gradient point, depending on the choice of the parameters \( \beta \), \( a \) and \( b \) the possibility to pass through basins of attraction of local minima to converge to the global minimum of the function.

This algorithm will be denoted as CG1.

8b) Second choice
\( \beta > 0 \) as a constant value.
\[
\alpha(x, u) = 1 - \kappa \text{sgn}(\nabla^T \phi(x)u)
\]
where \( \kappa > 0 \). Here again, the system (46) becomes nonsmooth, and can be represented by the following set valued map:

\[
\dot{w}(t) = \begin{bmatrix} x \\ u \end{bmatrix} = \begin{bmatrix} \alpha(x, u)u \\ -\nabla \phi(x) - \beta u \end{bmatrix} \in \mathcal{F}(w) = \begin{cases} \begin{bmatrix} (1 - \kappa)u^T - \nabla^T \phi(x) - \beta u^T \end{bmatrix}^T & \text{if } \nabla^T \phi(x)u > 0 \\ \begin{bmatrix} (1 + \kappa)u^T - \nabla^T \phi(x) - \beta u^T \end{bmatrix}^T & \text{if } \nabla^T \phi(x)u < 0 \\ \begin{bmatrix} (1 - [-\kappa, +\kappa])u^T - \nabla^T \phi(x) - \beta u^T \end{bmatrix}^T & \text{if } \nabla^T \phi(x)u = 0 \end{cases}
\]

(50)
where \( w(t) = [x(t)^T \ u(t)^T]^T \). Here again, note that the only one equilibrium point is \( w^* = [x^* T 0^T]^T \), being \( x_* \) any zero gradient point, for all \( \kappa > 0 \). Note that this equilibrium point includes the case \( \kappa = 1 \), because if \( u = 0 \), then \( \nabla \phi(x) = -\beta u \), so \( \nabla^T \phi(x)u \leq 0 \) and the first case cannot reach an equilibrium point; in the second case \( (1 + \kappa)u = 0 \), which implies \( u = 0 \), so \( \nabla^T \phi(x)u = 0 \) and this second case cannot reach the equilibrium point; in the third case if \( \nabla^T \phi(x)u = 0 \) and \( \nabla^T \phi(x) = -\beta u \), then \( u = 0 \) and \( \nabla \phi(x) = 0 \) is the only one equilibrium point.

Choosing (4) as candidate Liapunov function, its Lie derivative along the trajectories defined by (50) is:

\[
\dot{V} \in \dot{L}_x V(w) = \{ \nabla^T V(w) v \mid v \in \mathcal{F}(w) \} = \begin{cases} -\kappa \nabla^T \phi(x)u - \beta u^T u < 0 & \text{if } \nabla^T \phi(x)u > 0 \\ \kappa \nabla^T \phi(x)u - \beta u^T u < 0 & \text{if } \nabla^T \phi(x)u < 0 \\ -\beta u^T u \leq 0 & \text{if } \nabla^T \phi(x)u = 0 \end{cases}
\]

An analysis completely similar to that made in the former subsections allow us to conclude that the point \( w^* \) is asymptotically stable.

This algorithm will be denoted as CG2.

8c) Third choice
\( \beta > 0 \) as a constant value.

\[
\alpha(x, u) = \begin{cases} 1 - \frac{\beta}{\nabla^T \phi(x)u} & \text{if } |\nabla^T \phi(x)u| > \epsilon \\ 1 & \text{if } |\nabla^T \phi(x)u| \leq \epsilon \end{cases}
\]

(51)
where \( \kappa > 0 \) and \( \epsilon > 0 \) is a constant value small enough.

Here again, for \( |\nabla^T \phi(x)u| < \epsilon \), the algorithm (46) becomes equal to the HBF ODE (6), with the parameter \( \beta = \gamma \).

This is a nonsmooth system which can be represented by the following set valued map:
\[ \begin{align*}
\dot{w}(t) &= \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} \alpha(x, u)u \\ -\nabla \phi(x) - \beta u \end{bmatrix} \\
&= \begin{cases}
(1 - \frac{\kappa}{v_T \phi(x)u}) u^T - \nabla_T \phi(x) - \beta u^T \quad &\text{if } |\nabla_T \phi(x)u| > \epsilon \\
u^T - \nabla_T \phi(x) - \beta u^T \quad &\text{if } |\nabla_T \phi(x)u| < \epsilon \\
[1 - \kappa/\epsilon, 1] u^T - \nabla_T \phi(x) - \beta u^T \quad &\text{if } \nabla_T \phi(x)u = \epsilon \\
[1, 1 + \kappa/\epsilon] u^T - \nabla_T \phi(x) - \beta u^T \quad &\text{if } \nabla_T \phi(x)u = -\epsilon
\end{cases}
\end{align*}\] 

where \( w(t) := [x(t)^T \ u(t)^T]^T \). Here again, the only one equilibrium point is \( w^* = [x_*^T \ 0^T]^T \), where \( x_* \) is any zero gradient point, because \( 0 \in \mathcal{F}(w^*) \) and \( 0 \notin \mathcal{F}(w) \) for all \( w \neq w^* \).

Choosing (4) as candidate Liapunov function, its Lie derivative along the trajectories defined by (52) is:

\[ \dot{V} \in \mathcal{L}_x V(w) = \left\{ \nabla^T V(w) v \mid v \in \mathcal{F}(w) \right\} = \begin{cases}
-\kappa - \beta u^T u < 0 &\text{if } |\nabla_T \phi(x)u| > \epsilon \\
-\beta u^T u \leq 0 &\text{if } |\nabla_T \phi(x)u| < \epsilon \\
[-\kappa, 0] - \beta u^T u < 0 &\text{if } \nabla_T \phi(x)u = \epsilon \\
[-\kappa, 0] - \beta u^T u < 0 &\text{if } \nabla_T \phi(x)u = -\epsilon
\end{cases} \]

Here again, the system (52) tends to the largest invariant set asymptotically, and this set is \( \{w^*\} \).

This algorithm will be denoted as CG3.

8d) Fourth choice

\( \beta > 0 \) as a constant value.
\( \alpha(x, u) = 1 - \kappa \nabla_T \phi(x)u \)

where \( \kappa > 0 \). Note that this is a smooth system, which can be represented by the following first order ODE:

\[ \begin{align*}
\dot{w}(t) &= \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} (1 - \kappa \nabla_T \phi(x)u)u \\ -\nabla \phi(x) - \beta u \end{bmatrix}
\end{align*}\] 

where \( w(t) := [x(t)^T \ u(t)^T]^T \).

Choosing (4) as candidate Liapunov function, its derivative along the trajectories determined by (53) is:

\[ \dot{V}(w) = \nabla^T Vw = -\kappa (\nabla_T \phi(x)u)^2 - \beta u^T u \leq 0 \]

By Barbalat’s lemma, as \( \dot{V} \) is uniformly continuous, \( \dot{V} \) tends to zero when \( t \) tends to infinity. Hence, \( \nabla_T \phi(x)u \) and \( u \) tend to zero too. By the controller equation, \( \nabla \phi(x) \) tends to zero too. Therefore, the trajectories generated by this system tend asymptotically to the only one equilibrium point, which is \( w^* = [x_*^T \ 0^T]^T \), where \( x_* \) is any zero gradient point.

This algorithm will be denoted as CG4.

8e) Fifth choice
$$\beta(x, u) = \begin{cases} \frac{b}{u^T u} & \text{if } u^T u > \epsilon \\ 1 & \text{if } u^T u \leq \epsilon \end{cases}$$

$$\alpha(x, u) = \begin{cases} 1 - \frac{a}{\nabla \phi(x) u} & \text{if } |\nabla^T \phi(x) u| > \epsilon \\ 1 & \text{if } |\nabla^T \phi(x) u| \leq \epsilon \end{cases}$$

(54)

where $a > 0$, $b > 0$ and $\epsilon > 0$ is a constant value small enough.

This is a nonsmooth system, which can be represented by the following nonautonomous piecewise continuous Filippov set valued map:

$$\dot{w} = \begin{bmatrix} \dot{x} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} \alpha(x, u) u \\ -\nabla \phi(x) - \beta(u) u \end{bmatrix} \in \mathcal{F}(w) =$$

$$\begin{cases} 
(1 - \frac{a}{\nabla \phi(x) u}) u^T - \nabla^T \phi(x) - \frac{b}{u^T u} u^T u^T & \text{if } |\nabla^T \phi(x) u| > \epsilon \text{ and } u^T u > \epsilon \\
(1 - \frac{a}{\nabla \phi(x) u}) u^T - \nabla^T \phi(x) - u^T u^T & \text{if } |\nabla^T \phi(x) u| > \epsilon \text{ and } u^T u < \epsilon \\
u^T - \nabla^T \phi(x) - \frac{b}{u^T u} u^T u^T & \text{if } |\nabla^T \phi(x) u| < \epsilon \text{ and } u^T u > \epsilon \\
u^T - \nabla^T \phi(x) - u^T u^T & \text{if } |\nabla^T \phi(x) u| < \epsilon \text{ and } u^T u < \epsilon \\
(1 - \frac{a}{\nabla \phi(x) u}) u^T - \nabla^T \phi(x) - \frac{b}{u^T u} u^T u^T & \text{if } |\nabla^T \phi(x) u| > \epsilon \text{ and } u^T u = \epsilon \\
u^T - \nabla^T \phi(x) - [1, \frac{a}{\nabla \phi(x) u}] u^T u^T & \text{if } |\nabla^T \phi(x) u| < \epsilon \text{ and } u^T u = \epsilon \\
[(1 - \frac{a}{\nabla \phi(x) u}), 1] u^T - \nabla^T \phi(x) - \frac{b}{u^T u} u^T u^T & \text{if } |\nabla^T \phi(x) u| = \epsilon \text{ and } u^T u > \epsilon \\
[(1 - \frac{a}{\nabla \phi(x) u}), 1] u^T - \nabla^T \phi(x) - u^T u^T & \text{if } |\nabla^T \phi(x) u| = \epsilon \text{ and } u^T u < \epsilon \\
[1, (1 + \frac{a}{\nabla \phi(x) u})] u^T - \nabla^T \phi(x) - \frac{b}{u^T u} u^T u^T & \text{if } |\nabla^T \phi(x) u| = -\epsilon \text{ and } u^T u > \epsilon \\
[1, (1 + \frac{a}{\nabla \phi(x) u})] u^T - \nabla^T \phi(x) - u^T u^T & \text{if } |\nabla^T \phi(x) u| = -\epsilon \text{ and } u^T u < \epsilon \\
(1 - \frac{a}{\nabla \phi(x) u}) u^T - \nabla^T \phi(x) - \frac{b}{u^T u} u^T u^T & \text{if } |\nabla^T \phi(x) u| = -\epsilon \text{ and } u^T u = \epsilon \\
[1, (1 + \frac{a}{\nabla \phi(x) u})] u^T - \nabla^T \phi(x) - [1, \frac{a}{\nabla \phi(x) u}] u^T u^T & \text{if } |\nabla^T \phi(x) u| = -\epsilon \text{ and } u^T u = \epsilon \\
\end{cases}$$

(55)

where $w(t) = [x(t)^T u(t)^T]^T$. Note that the point $w^* = [x^T_0 0]^T$ is the only one equilibrium point of (55) because $0 \in \mathcal{F}(w^*)$ and $0 \not\in \mathcal{F}(w)$ for all $w \neq w^*$.

Choosing (4) as candidate Lyapunov function, the Lie derivative of (4) along the trajectories determined by (55) can be defined as:

$$\dot{V} \in \mathcal{L}_F V(w) = \{ \nabla^2 V w | v \in \mathcal{F}(w) \} =$$

$$\begin{cases} 
-a - b < 0 & \text{if } |\nabla^T \phi(x) u| > \epsilon \text{ and } u^T u > \epsilon \\
-a - u^T u < 0 & \text{if } |\nabla^T \phi(x) u| < \epsilon \text{ and } u^T u < \epsilon \\
-b < 0 & \text{if } |\nabla^T \phi(x) u| < \epsilon \text{ and } u^T u > \epsilon \\
-u^T u \leq 0 & \text{if } |\nabla^T \phi(x) u| < \epsilon \text{ and } u^T u < \epsilon \\
-a - [\epsilon, b] u < 0 & \text{if } |\nabla^T \phi(x) u| > \epsilon \text{ and } u^T u = \epsilon \\
-[\epsilon, b] u < 0 & \text{if } |\nabla^T \phi(x) u| < \epsilon \text{ and } u^T u = \epsilon \\
-a, 0 - b < 0 & \text{if } |\nabla^T \phi(x) u| = \epsilon \text{ and } u^T u > \epsilon \\
-a, 0 - u^T u < 0 & \text{if } |\nabla^T \phi(x) u| = \epsilon \text{ and } u^T u < \epsilon \\
-a, 0 - b < 0 & \text{if } |\nabla^T \phi(x) u| = -\epsilon \text{ and } u^T u > \epsilon \\
-a, 0 - u^T u < 0 & \text{if } |\nabla^T \phi(x) u| = -\epsilon \text{ and } u^T u < \epsilon \\
-a, 0 - [\epsilon, b] < 0 & \text{if } |\nabla^T \phi(x) u| = \epsilon \text{ and } u^T u = \epsilon \\
-a, 0 - [\epsilon, b] < 0 & \text{if } |\nabla^T \phi(x) u| = -\epsilon \text{ and } u^T u = \epsilon \\
\end{cases}$$

Here again, an analysis completely similar to that made in the former subsection allow us to conclude that the trajectories generated by (55) converge asymptotically to an equilibrium point $w^*$. 
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This algorithm will be denoted as CG5.

With the presented choices of plants and controllers, as well as with the mentioned choices of the parameters, we can enunciate the following theorem:

**Theorem 3.2** The neural nets reported in Table 1, with their parameters chosen as showed in Table 2, make the time derivative (5) of the control Liapunov function (4) negative definite, thus guaranteeing that the trajectories generated by these systems converge asymptotically to a state such that \( \nabla \phi(x) u \) = [0 0].

Note that the equilibrium point \( \nabla \phi(x) u \) = [0 0] does not necessarily correspond to the global minimum of the objective function, but only to a local one. However, Lemma 2.1 suggests that there always exist parameter values for each algorithm, such that the trajectories converge to the global minimum \( x^\ast \).

It is clear that there exist other choices of \( \alpha(x, u) \) and \( \beta(x, u) \) that make the Lie derivative of (4) negative definite. The choices presented here are only some of the simplest ones.

The general conclusion so far is that each new choice of plant and controller, as well as each choice of control Liapunov function leads to a different algorithm.

## 4 Computational experiments

In this section, the algorithms presented in the previous section will be tested with a suite of benchmark scalar functions, well known in the optimization literature.

These function are a scalar function of one variable, the inverted camelback function, the Rastrigin function, the Ackley function, and the Griewank function. All these functions are nonconvex, multimodal and have a unique finite global minimum.

The nets were implemented with MATLAB 2007, and the corresponding ODEs discretized by the forward Euler method with a constant step size of 0.01 s. The simulations were carried out during 10 s.

### 4.1 Simulations with a scalar nonconvex function of one variable

The function chosen in this subsection is the shifted sinc function:

\[
\phi(x) = -\frac{\sin(x)}{x} + 1 : \mathbb{R} \to \mathbb{R}
\]  

(56)

This function has multiple local minima and only one global minimum at \( x^\ast = 0 \). The value of the function at the global minimum is \( \phi(x^\ast) = 0 \).

Figure 4 shows the value of the function vs. the variable \( x \).

The initial point was chosen \( x_0 = -20 \), which is a local minimum, and the initial value of the control variable as \( u_0 = 20 \). In all the tests, in the algorithms which have a parameter \( \epsilon \), it was chosen as \( \epsilon = 0.1 \). The other parameters were adjusted by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 3.
<table>
<thead>
<tr>
<th>name</th>
<th>plant</th>
<th>controller</th>
<th>ODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI1</td>
<td>$\dot{x} = u$</td>
<td>$\dot{u} = -\kappa \text{sgn}(u) - \nabla \phi$</td>
<td>$\dot{x} + \kappa \text{sgn}(x) + \nabla \phi = 0$</td>
</tr>
<tr>
<td>MI2</td>
<td>$\dot{x} = u$</td>
<td>$\dot{u} = -\kappa (\nabla \phi)^2 u - \nabla \phi$</td>
<td>$\dot{x} + \kappa (\nabla \phi)^2 x + \nabla \phi = 0$</td>
</tr>
<tr>
<td>MI3</td>
<td>$\dot{x} = \nabla^{-2} \phi u$</td>
<td>$\dot{u} = -\kappa u - \nabla^{-2} \phi \nabla \phi$</td>
<td>$\nabla \phi + \kappa \nabla \phi + \nabla^{-2} \phi \nabla \phi = 0$</td>
</tr>
<tr>
<td>MI4</td>
<td>$\dot{x} = \nabla \phi u$</td>
<td>$\dot{u} = -\kappa u - \nabla \phi \nabla \phi$</td>
<td>$\dot{x} + (\kappa I - \nabla \phi \nabla^{-2} \phi) \dot{x} + (\nabla \phi)^2 \nabla \phi = 0$</td>
</tr>
<tr>
<td>MI5</td>
<td>$\dot{x} = \nabla^{-2} \phi u$</td>
<td>$\dot{u} = -(I - \gamma I + a \nabla^{-2} \phi) u - (\gamma I + b \nabla^{-2} \phi) \nabla \phi$</td>
<td>$\nabla \phi + (I - \gamma I + a \nabla^{-2} \phi) \nabla \phi + (\gamma I + b \nabla^{-2} \phi) \nabla \phi = 0$</td>
</tr>
<tr>
<td>DIN</td>
<td>$\dot{x} = u$</td>
<td>$\dot{u} = -\nabla \phi - (aI + b \nabla \phi) u$</td>
<td>$\dot{x} + (aI + b \nabla \phi) \nabla \phi = 0$</td>
</tr>
<tr>
<td>HBF</td>
<td>$\dot{x} = u$</td>
<td>$\dot{u} = -\nabla \phi - \gamma u$</td>
<td>$\dot{x} + \gamma \dot{x} + \nabla \phi = 0$</td>
</tr>
<tr>
<td>gHBF</td>
<td>$\dot{x} = u$</td>
<td>$\dot{u} = -\gamma (x, u) u - \mu (x, u) \nabla \phi$</td>
<td>$\dot{x} + \gamma (x, u) \dot{x} + \mu (x, u) \nabla \phi = 0$</td>
</tr>
<tr>
<td>CG</td>
<td>$\dot{x} = \alpha (x, u) u$</td>
<td>$\dot{u} = -\nabla \phi - \beta (x, u) u$</td>
<td>$\dot{x} + \alpha \nabla \phi + \beta \dot{x} - \left[ \frac{\partial \alpha}{\partial x} \dot{x} + \frac{\partial \alpha}{\partial u} \right] u = 0$</td>
</tr>
</tbody>
</table>

Figure 4: Scalar function of one variable vs. its independent variable.
Table 2: Parameters and switching laws used by the different nets

<table>
<thead>
<tr>
<th>name</th>
<th>parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI1</td>
<td>$\kappa &gt; 0$</td>
</tr>
<tr>
<td>MI2</td>
<td>$\kappa &gt; 0$</td>
</tr>
<tr>
<td>MI3</td>
<td>$\kappa &gt; 0$</td>
</tr>
<tr>
<td>MI4</td>
<td>$\kappa &gt; 0$</td>
</tr>
<tr>
<td>MI5</td>
<td>$\gamma \in \mathbb{R}, \ a + b &gt; 0$</td>
</tr>
<tr>
<td>DIN</td>
<td>$a &gt; 0, \ b &gt; 0$</td>
</tr>
<tr>
<td>HBF</td>
<td>$\gamma &gt; 0$</td>
</tr>
</tbody>
</table>
| HBF1   | $\gamma > 0, \ \mu(x, u) = \begin{cases} 
  1 - \frac{\gamma u^T u}{\mu(x,u)} + a & \text{if } \nabla^T \phi(x)u > \epsilon \\
  1 - \frac{\gamma u^T u}{\mu(x,u)} - b & \text{if } \nabla^T \phi(x)u < -\epsilon, \ a > 0, \ b > 0 \\
  1 & \text{if } \nabla^T \phi(x)u \leq \epsilon 
\end{cases}$ |
| HBF2   | $\gamma > 0, \ \mu(x, u) = 1 + \kappa \text{sgn}(\nabla^T \phi(x)u), \ \kappa > 0$ |
| HBF3   | $\gamma > 0, \ \mu(x, u) = \begin{cases} 
  1 + \kappa \frac{1}{\nabla^T \phi(x)u} & \text{if } |\nabla^T \phi(x)u| > \epsilon \\
  1 & \text{if } |\nabla^T \phi(x)u| \leq \epsilon 
\end{cases}$ |
| HBF4   | $\gamma > 0, \ \mu(x, u) = 1 + \kappa \nabla^T \phi(x)u, \ \kappa > 0$ |
| HBF5   | $\gamma(x, u) = \begin{cases} 
  \frac{a}{u^T u} & \text{if } u^T u > \epsilon \\
  1 & \text{if } u^T u \leq \epsilon 
\end{cases}$ $\mu(x, u) = \begin{cases} 
  1 + \frac{a}{\nabla^T \phi(x)u} & \text{if } |\nabla^T \phi(x)u| > \epsilon, \ a > 0, \ b > 0 \\
  1 & \text{if } |\nabla^T \phi(x)u| \leq \epsilon 
\end{cases}$ |
| HBF6   | $\gamma(x, u) = \begin{cases} 
  (1 - \mu) \frac{\nabla^T \phi(x)u}{u^T u} + a & \text{if } u^T u > \epsilon, \ a > 0 \\
  a & \text{if } u^T u \leq \epsilon 
\end{cases}$ $\mu(x, u) = \begin{cases} 
  \mu_1 > 1 & \text{if } \nabla^T \phi(x)u > 0 \\
  \mu_2 | 0 < \mu_2 < 1 & \text{if } \nabla^T \phi(x)u \leq 0 
\end{cases}$ |
| CG1    | $\beta > 0, \ \alpha(x, u) = \begin{cases} 
  1 + \beta \frac{u^T u}{\nabla^T \phi(x)u} - a & \text{if } \nabla^T \phi(x)u > \epsilon \\
  1 + \beta \frac{u^T u}{\nabla^T \phi(x)u} + b & \text{if } \nabla^T \phi(x)u < -\epsilon, \ a > 0, \ b > 0 \\
  1 & \text{if } |\nabla^T \phi(x)u| \leq \epsilon 
\end{cases}$ |
| CG2    | $\beta > 0, \ \alpha(x, u) = 1 - \kappa \text{sgn}(\nabla^T \phi(x)u), \ \kappa > 0$ |
| CG3    | $\beta > 0, \ \alpha(x, u) = \begin{cases} 
  1 - \frac{\beta u^T u}{\nabla^T \phi(x)u} & \text{if } |\nabla^T \phi(x)u| > \epsilon \\
  1 & \text{if } |\nabla^T \phi(x)u| \leq \epsilon, \ \kappa > 0 
\end{cases}$ |
| CG4    | $\beta > 0, \ \alpha(x, u) = 1 - \kappa \nabla^T \phi(x)u, \ \kappa > 0$ |
| CG5    | $\beta(x, u) = \begin{cases} 
  \frac{\beta u^T u}{\nabla^T \phi(x)u} & \text{if } u^T u > \epsilon \\
  1 & \text{if } u^T u \leq \epsilon 
\end{cases}$ $\alpha(x, u) = \begin{cases} 
  1 - \frac{a}{\nabla^T \phi(x)u} & \text{if } \nabla^T \phi(x)u > \epsilon, \ a > 0, \ b > 0 \\
  1 & \text{if } |\nabla^T \phi(x)u| \leq \epsilon 
\end{cases}$ |
Figure 5: Value of the function and trajectories vs. time with the scalar function of one variable for the trajectories generated by the algorithms MI1, MI2, MI3, MI5 and DIN. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 20$.

Figure 6: Value of the function and trajectories vs. time with the scalar function of one variable for the trajectories generated by the gHBF algorithms. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 20$.

Figure 5 shows the value of the function and the trajectories vs. time for the trajectories generated by the algorithms MI1, MI2, MI3, MI5 and DIN. It was not possible to find values of the parameters to achieve convergence to the global minimum for the algorithm MI4.

Figure 6 shows the value of the function and the trajectories vs. time for the trajectories generated by the gHBF algorithms. Note that all the variations of the HBF algorithm achieve faster convergence than that of the HBF algorithm.

Figure 7 shows the value of the function and the trajectories vs. time for the trajectories generated by the CG algorithms. Note that, excepting the CG4 algorithm, all the others present a very much faster convergence than that presented by the gHBF algorithms.

Finally, we emphasize that, excepting the MI4 algorithm, all the other ones generated trajectories that were able to pass three local minima (including the initial point), to converge to the global minimum.
Figure 7: Value of the function and trajectories vs. time with the scalar function of one variable for the trajectories generated by the CG algorithms. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 20$.

Table 3: Parameters used by the algorithms in the experiments reported in section 4.1 with the scalar function of one variable, where - means that the trajectory does not converge to a minimum in 10 s.

<table>
<thead>
<tr>
<th></th>
<th>Scalar function</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI1</td>
<td>$\kappa = 10.1$</td>
</tr>
<tr>
<td>MI2</td>
<td>$\kappa = 69$</td>
</tr>
<tr>
<td>MI3</td>
<td>$\kappa = 0.9$</td>
</tr>
<tr>
<td>MI4</td>
<td>$-\gamma = 0.2$, $a = 1$, $b = 1$</td>
</tr>
<tr>
<td>DIN</td>
<td>$a = 1$, $b = 13$</td>
</tr>
<tr>
<td>HBF</td>
<td>$\gamma = 1$</td>
</tr>
</tbody>
</table>
| HBF1           | $\mu = \begin{cases} 
\gamma = 15, & \epsilon = 0.1 \\
1 - \gamma \frac{u^T u}{\nabla^T \phi u} + 18 & \nabla^T \phi u > \epsilon \\
1 - \gamma \frac{u^T u}{\nabla^T \phi u} - 4 & \nabla^T \phi u < -\epsilon \\
1 & |\nabla^T \phi u| \leq \epsilon 
\end{cases}$ |
| HBF2           | $\gamma = 0.6$, $\kappa = 22.5$ |
| HBF3           | $\gamma = 0.61$, $\kappa = 27.7$, $\epsilon = 0.1$ |
| HBF4           | $\gamma = 0.6$, $\kappa = 17.5$ |
| HBF5           | $a = 8$, $b = 127.3$, $\epsilon = 0.1$ |
| HBF6           | $\epsilon = 0.1$, $\mu_1 = 1297$, $\mu_2 = 0.1$, $a = 1$ |
| CG1            | $\beta = 10$, $\epsilon = 0.1$, $\alpha = \begin{cases} 
34.1 & \nabla^T \phi u > \epsilon \\
1 & \nabla^T \phi u < -\epsilon \\
1 & |\nabla^T \phi u| \leq \epsilon 
\end{cases}$ |
| CG2            | $\beta = 5$, $\kappa = 104$ |
| CG3            | $\beta = 5$, $\kappa = 14.07$, $\epsilon = 0.1$ |
| CG4            | $\beta = 1$, $\kappa = 0.28$ |
| CG5            | $\epsilon = 0.1$, $a = 0.1$, $b = 130$ |
4.2 Simulations with the inverted camelback function

The inverted camelback function, popular in the literature on global optimization, was chosen as objective function in this subsection:

\[
\phi(x_1, x_2) = ax_1^2 + bx_1^4 + cx_1^6 - x_1x_2 + dx_2^2 + ex_2^4 : \mathbb{R}^2 \rightarrow \mathbb{R}
\]

with the following constants \(a = -2\), \(b = 1.05\), \(c = -\frac{1}{6}\), \(d = -1\) and \(e = 0\).

With these constants, the inverted camelback function has a global minimum at \(x^* = [0\ 0]^T\), two local minima at \(x = [-1.7475\ 0.8737]^T\) and \(x = [1.7475 - 0.8737]^T\), and two saddle points at \(x = [-1.0705\ 0.5352]^T\) and \(x = [1.0705 - 0.5352]^T\). The value of the inverted camelback function at the global minimum is \(\phi(x^*) = 0\).

The algorithms were tested from three initial points, \(x_0 = [2\ 1]^T\), \(x_0 = [-1.5\ -1.5]^T\) and \(x_0 = [1.7475 - 0.8737]^T\), which corresponds to a local minimum. From the initial point \(x_0 = [2\ 1]^T\) the initial value of the control variable was chosen as \(u_0 = [0\ 0]^T\), from the initial point \(x_0 = [-1.5\ -1.5]^T\), the initial value of the control variable was chosen as \(u_0 = [1\ 1]^T\), and from the initial point \(x_0 = [1.7475 - 0.8737]^T\), the initial value of the control variable was chosen as \(u_0 = [-3\ -3]^T\).

Figure 8 shows the trajectories of the algorithms MI1, MI2, MI3, MI4, MI5 and DIN in the state space and the norms of the state variable \(\|x\|\) versus time from the initial point \(x_0 = [2\ 1]^T\) with initial value of the control variable \(u_0 = [0\ 0]^T\). The parameters used by the algorithms were chosen by hand tuning in such a way to try convergence to the global minimum. These parameters are reported in Table 4. Note that only the trajectory generated by MI1 algorithm achieves this goal, even though the convergence is slow (greater than 10 s).

Figure 9 shows the trajectories generated by the gHBF algorithms in the state space and the error norms of the trajectories versus time from the initial point \(x_0 = [2\ 1]^T\) with initial value of the control variable \(u_0 = [0\ 0]^T\). The parameter \(\gamma\) in the HBF algorithm was chosen as \(\gamma = 1.7\), because this is the maximum value of this parameter for the trajectory to converge to the global minimum. In the other algorithms that have a constant friction parameter \(\gamma\),
that is, HBF1, HBF2, HBF3 and HBF4, this parameter was also chosen as \( \gamma = 1.7 \) for comparative purposes. In the algorithms that have a parameter \( \epsilon \), it was chosen as \( \epsilon = 0.1 \). The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum, in the cases where this convergence was possible. All the parameters used by the algorithms are reported in Table 4. Note that the trajectories generated by the algorithms HBF2 and HBF4 do not converge to the global minimum, but to the closer local one. It is possible that with another value of the parameter \( \gamma \), different to \( \gamma = 1.7 \), the goal may be achieved, but this possibility was not tested. Note that the trajectories generated by the algorithms HBF1 and HBF6 converge to the global minimum faster than the trajectory generated by the HBF algorithm.

Figure 10 shows the trajectories generated by the CG algorithms in the state space and the error norms of the trajectories versus time from the initial point \( x_0 = [2 \ 1]^T \) with initial value of the control variable \( u_0 = [0 \ 0]^T \). In the algorithms that have a constant parameter \( \beta \), i.e. CG1, CG2, CG3 and CG4, it was chosen as \( \beta = 1.7 \), the same value of \( \gamma \) used in the gHBF algorithms, for comparative purposes with respect to the curves showed in figure 9. In the algorithms that have a parameter \( \epsilon \) (CG1, CG3 and CG5), it was chosen as \( \epsilon = 0.1 \). The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 4. Note that all the trajectories converge to the global minimum, and faster than the trajectories generated by the gHBF, MI and DIN algorithms from the same initial point.

Figure 11 shows the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN in the state space and the error norms versus time from the initial point \( x_0 = [\ -1.5 \ -1.5]^T \) with initial value of the control variable \( u_0 = [1 \ 1]^T \). The values of the parameters used by the algorithms were chosen by hand tuning in such a way to try convergence to the global minimum. These parameters are reported in Table 4. Note that MI3 and MI5 do not achieve convergence to the global minimum, but to the closer local one.

Figure 12 shows the trajectories generated by the gHBF algorithms in the state space and the error norms of the trajectories versus time from the initial
Figure 10: Trajectories in the state space and error norms vs. time with the inverted camelback function for the trajectories generated by the CG algorithms. Initial point $x_0 = [2 \ 1]^T$, initial value of the control variable $u_0 = [0 \ 0]^T$.

Figure 11: Trajectories in the state space and error norms vs. time with the inverted camelback function for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN. Initial point $x_0 = [-1.5 \ -1.5]^T$, initial value of the control variable $u_0 = [1 \ 1]^T$. 
Figure 12: Trajectories in the state space and error norms vs. time with the inverted camelback function for the trajectories generated by the gHBF algorithms. Initial point \( x_0 = [-1.5, -1.5]^T \), initial value of the control variable \( u_0 = [1, 1]^T \).

point \( x_0 = [-1.5, -1.5]^T \) and with an initial value of the control variable \( u_0 = [1, 1]^T \). In all the algorithms that have a constant \( \gamma \) parameter, that is, HBF, HBF1, HBF2, HBF3 and HBF4, it was chosen as \( \gamma = 2.2 \) because this is the value (tested by hand tuning) which achieves the fastest convergence to the global minimum of the trajectory generated by the HBF algorithm. The parameter \( \epsilon \) was chosen as \( \epsilon = 0.1 \) in all the algorithms that use this parameter (HBF1, HBF3, HBF5 and HBF6). The other parameters were chosen, also by hand tuning, in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 4. The trajectories generated by all the gHBF algorithms converge to the global minimum from this initial point, but only the one generated by HBF1 is very much faster than the one generated by the HBF algorithm.

Figure 13 shows the trajectories generated by the CG algorithms in the state space and the error norms of the trajectories versus time from the initial point \( x_0 = [-1.5, -1.5]^T \) with initial value of the control variable \( u_0 = [1, 1]^T \). In the algorithms that have a constant parameter \( \beta \), that is CG1, CG2, CG3 and CG4, it was chosen as \( \beta = 2.2 \), the same value of \( \gamma \) used in the HBF algorithms from this initial point, for comparative purposes. In all the cases, in the algorithms that have a parameter \( \epsilon \), it was chosen as \( \epsilon = 0.1 \). The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 4. All the trajectories converge to the global minimum from this initial point, and the ones generated by CG1, CG2 and CG4 converge very much faster than their gHBF, DIN and MI competitors.

Figure 14 shows the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN in the state space and the error norms of the trajectories versus time from the initial point \( x_0 = [1.7475, -0.8737]^T \) and with an initial value of the control variable \( u_0 = [-3, 3]^T \). The parameters were chosen by hand tuning in such a way to achieve convergence to the global minimum, in the cases where it was possible. These parameters are reported in Table 4. Note that only the trajectories generated by MI1, MI2 and DIN converge to the global minimum.
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Figure 13: Trajectories in the state space and error norms vs. time with the inverted camelback function for the trajectories generated by the CG algorithms. Initial point $x_0 = [-1.5, -1.5]^T$, initial value of the control variable $u_0 = [1, 1]^T$.

Figure 14: Trajectories in the state space and error norms vs. time with the inverted camelback function for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN. Initial point $x_0 = [1.7475, -0.8737]^T$, initial value of the control variable $u_0 = [-3, 3]^T$. 
Figure 15: Trajectories in the state space and error norms vs. time with the inverted camelback function for the trajectories generated by the gHBF algorithms. Initial point $x_0 = [1.7475 \ -0.8737]^T$, initial value of the control variable $u_0 = [-3 \ 3]^T$.

Figure 15 shows the trajectories generated by the gHBF algorithms in the state space and the error norms of the trajectories versus time from the initial point $x_0 = [1.7475 \ -0.8737]^T$ and with an initial value of the control variable $u_0 = [-3 \ 3]^T$. In all the algorithms that have a constant parameter $\gamma$, that is, HBF, HBF1, HBF2, HBF3 and HBF4, it was chosen as $\gamma = 2.3$ because this is the value (tested by hand tuning) to achieve the fastest convergence to the global minimum of the HBF algorithm. The parameter $\epsilon$ was chosen as $\epsilon = 0.1$ in all the algorithms that use this parameter (HBF1, HBF3, HBF5 and HBF6). The other parameters were chosen, also by hand tuning, in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 4. The trajectories generated by all the gHBF algorithms converge to the global minimum from this initial point, but only the one generated by HBF6 is a little faster than the one generated by the HBF algorithm.

Figure 16 shows the trajectories generated by the CG algorithms in the state space and the error norms of the trajectories versus time from the initial point $x_0 = [1.7475 \ -0.8737]^T$ and with an initial value of the control variable $u_0 = [-3 \ 3]^T$. In all the algorithms that have a constant parameter $\beta$, that is, CG1, CG2, CG3 and CG4, it was chosen as $\beta = 2.3$ because this is the value of the friction parameter $\gamma$ used in the gHBF algorithms from this initial point. The parameter $\epsilon$ was chosen as $\epsilon = 0.1$ in all the algorithms that use this parameter. The other parameters were chosen, also by hand tuning, in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 4. The trajectories generated by all the CG algorithms converge to the global minimum from this initial point, and those generated by CG1, CG2 and CG5, converge very much faster than the one generated by the HBF algorithm.

Table 4 reports the parameters used with the inverted camelback function.
Figure 16: Trajectories in the state space and error norms vs. time with the inverted camelback function for the trajectories generated by the CG algorithms. Initial point $x_0 = [1.7475 - 0.8737]^T$, initial value of the control variable $u_0 = [-3 3]^T$.

Table 4: Parameters used by the algorithms in the experiments reported in section 4.2 with the inverted camel function.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$x_0 = (2 1)^T$</th>
<th>$u_0 = (0 0)^T$</th>
<th>$x_0 = [-1.5 - 1.5]^T$</th>
<th>$u_0 = (1 1)^T$</th>
<th>$x_0 = [1.7475 - 0.8737]^T$</th>
<th>$u_0 = [-3 3]^T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBF1</td>
<td>$\gamma = 1.7$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.3$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBF2</td>
<td>$\gamma = 1.7$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.3$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBF3</td>
<td>$\gamma = 1.7$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.3$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBF4</td>
<td>$\gamma = 1.7$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.3$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBF5</td>
<td>$\gamma = 1.7$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.3$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CG1</td>
<td>$\gamma = 1.7$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.2$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td>$\gamma = 2.3$, $\beta = 0.1$, $\alpha = 0.1$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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4.3 Simulations with the Rastrigin function

The Rastrigin function, popular in the global optimization literature, was chosen as objective function in this section:

\[ \phi(x) = \sum_{i=1}^{N} x_i^2 - \cos(2\pi x_i) : \mathbb{R}^N \rightarrow \mathbb{R} \tag{58} \]

This function has several local minima and a unique global minimum at \( x^* = 0 \). The value of the function at the minimum is \( \phi(x^*) = -N \), where \( N \) is the number of variables. This number was chosen as \( N = 10 \) for the numerical experiments reported here. In all the experiments, the initial point was chosen as \( x_0 = -1 \) and the initial value of the control variable as \( u_0 = 6 \) for all \( i \in \{1, \cdots, N\} \).

Figure 17 shows the value of the Rastrigin function versus time and the error norms of the trajectories versus time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN. The parameters used by the algorithms were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum, in the cases where convergence was possible. These parameters are reported in Table 5. Note that only the trajectories generated by MI1, MI3 and DIN converge to the global minimum, the other trajectories converge to a local minimum, and only the trajectory generated by MI1 presents a fast convergence.

Figure 18 shows the value of the function and the error norms versus time of the trajectories generated by the gHBF algorithms. In the algorithms that have a constant friction parameter \( \gamma \) (HBF, HBF1, HBF2, HBF3 and HBF4) it was chosen as \( \gamma = 5 \). The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 5. In algorithms that have a parameter \( \epsilon \) (HBF1, HBF3, HBF5 and HBF6), it was chosen as \( \epsilon = 0.1 \). It was not possible to find parameters of the HBF5 algorithm to achieve trajectory convergence to a minimum, and the trajectory generated by HBF4 converges to a local minimum. The trajectories generated by HBF1, HBF2, HBF3 and HBF6 converge faster
than the one generated by the HBF algorithm.

Figure 19 shows the value of the function and the error norms versus time of the trajectories generated by the CG algorithms. In the algorithms that have a constant parameter \( \beta \) (CG1, CG2, CG3 and CG4), it was chosen as \( \beta = 5 \) to compare with the trajectories generated by the algorithms gHBF with the same value of the parameter \( \gamma \), which are showed in figure 18. In the algorithms that have a parameter \( \epsilon \) (CG1, CG3 and CG5), it was chosen as \( \epsilon = 0.1 \). Also here, the other parameters were chosen by hand tuning to achieve the fastest convergence to the global minimum. Note that all the trajectories converge to the global minimum and faster than the ones generated by the gHBF algorithms, specially those generated by CG1 and CG2.

Figure 20 shows the value of the function and the error norms versus time of the trajectories generated by the gHBF algorithms, from the same initial point \( x_0 = -1 \) and with the same initial value of the control variable \( u_0 = 6 \) for all \( i \in \{1, \cdots, 10\} \), but in this case, in the algorithms that have a constant friction parameter \( \gamma \) (HBF, HBF1, HBF2, HBF3 and HBF4), it was chosen as \( \gamma = 10 \). In the algorithms that have a parameter \( \epsilon \) (HBF1, HBF3, HBF5 and HBF6),
Figure 20: Value of the Rastrigin function and error norms vs. time for the trajectories generated by the gHBF algorithms with parameter $\gamma = 10$. Initial point $x_0 = -1$, initial value of the control variable $u_0 = 6$ for all $i \in \{1, \cdots, 10\}$.

it was chosen as $\epsilon = 0.1$. Also here, the other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 5. The trajectory generated by HBF6 is the same showed in figure 18, because this algorithm also has not a constant parameter $\gamma$, and the curves were repeated here only for comparative purposes. The trajectories generated by the algorithms HBF1 and HBF6 converge to the global minimum faster than the one generated by the HBF with this value of the parameter $\gamma$.

Figure 21 shows the value of the function and the error norms versus time of the trajectories generated by the CG algorithms. In the algorithms that have a constant parameter $\beta$ (CG1, CG2, CG3 and CG4), it was chosen as $\beta = 10$, for comparative purposes with respect to the trajectories generated by the gHBF algorithms with the same value of the parameter $\gamma$ and reported in figure 20. In the algorithms that have a parameter $\epsilon$ (CG1, CG3 and CG5), it was chosen as $\epsilon = 0.1$. Here again, the other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 5. Also here, CG5 algorithm does not have a constant parameter $\beta$, so the curves corresponding to its trajectory are the same that those showed in figure 19 and they are repeated here for comparative purposes. Note that the convergence of the trajectories is faster than the convergence of the ones generated by the gHBF algorithms with the same value of the parameter $\gamma$, which are showed in figure 20, specially the ones generated by CG1 and CG2.

Table 5 reports the parameters used by the algorithms with the Rastrigin function.

4.4 Simulations with the Ackley function

The Ackley function can be expressed as:

$$
\phi(x) = -20 \exp\left(-0.2 \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}\right) - \exp\left(\frac{1}{N} \sum_{i=1}^{N} \cos(2\pi x_i)\right) : \mathbb{R}^N \to \mathbb{R}
$$

(59)
Table 5: Parameters used by the algorithms in the experiment reported in
sections 4.3 with the Rastrigin function, where - means that the trajectory does
not converge to a minimum in 10 s.

<table>
<thead>
<tr>
<th>Rastrigin</th>
<th>HBF1</th>
<th>HBF2</th>
<th>HBF3</th>
<th>HBF4</th>
<th>HBF5</th>
<th>HBF6</th>
<th>CG1</th>
<th>CG2</th>
<th>CG3</th>
<th>CG4</th>
<th>CG5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MI1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MI5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 21: Value of the Rastrigin function and error norms vs. time for the
trajectories generated by the CG algorithms with parameter $\beta = 10$. Initial point
$x_0 = -1$, initial value of the control variable $u_0 = 6$ for all $i \in \{1, \ldots, 10\}$.
The Ackley function has several local minima and a unique global minimum at \( x^* = 0 \). The value of the function at the global minimum is \( \phi(x^*) = 0 \). In all the experiments, the initial point was chosen as \( x_0 = -10 \) and the initial value of the control variable as \( u_0 = 10 \), and \( u_0 = 20 \) for all \( i \in \{1, \ldots, N\} \).

Figure 22 shows the value of the Ackley function versus time and the error norms of the trajectories versus time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN for the initial value of the control variable \( u_0 = 10 \). The parameters were chosen by hand tuning in such a way to achieve convergence to the global minimum, in the cases where it was possible, and to achieve the fastest convergence. These parameters are reported in Table 6. Note that only the trajectories generated by MI1 and DIN converge to the global minimum, whereas trajectories generated by MI5 and MI2 converge to local minima. It was not possible to find parameters by hand tuning to achieve convergence of the trajectories generated by MI3 and MI4.

Figure 23 shows the value of the Ackley function and the error norms versus time for the trajectories generated by the gHBF algorithms for the initial value of the control variable \( u_0 = 10 \). In the algorithms that have a constant parameter \( \gamma \) (HBF, HBF1, HBF2, HBF3 and HBF4) it was chosen as \( \gamma = 1 \). In the algorithms that have a parameter \( \epsilon \) (HBF1, HBF3, HBF5 and HBF6), it was chosen as \( \epsilon = 0.1 \). The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 6. Note that the trajectories generated by HBF4 and HBF5 converge to local minima. Another one, it is possible that with a different value of the parameter \( \gamma \), the trajectory generated by HBF4 converges to the global minimum, but this possibility was not tested. The trajectories generated by HBF1, HBF2, HBF3 and HBF6 converge to the global minimum faster than the one generated by HBF.

Figure 24 shows the value of the function and the error norms versus time for the trajectories generated by the CG algorithms for the initial value of the control variable \( u_0 = 10 \). In the algorithms that have a constant parameter \( \beta \)
Figure 23: Value of the Ackley function and error norms vs. time for the trajectories generated by the gHBF algorithms with $\gamma = 1$. Initial point $x_0_i = -10$, initial value of the control variable $u_0_i = 10$ for all $i \in \{1, \cdots, 10\}$.

Figure 24: Value of the Ackley function and error norms vs. time for the trajectories generated by the CG algorithms with $\beta = 1$. Initial point $x_0_i = -10$, initial value of the control variable $u_0_i = 10$ for all $i \in \{1, \cdots, 10\}$.

(CG1, CG2, CG3 and CG4), it was chosen as $\beta = 1$ for comparative purposes with respect to the trajectories generated by the gHBF algorithms with the same value of the parameter $\gamma$, which are showed in figure 23. In the algorithms that have a parameter $\epsilon$ (CG1, CG3 and CG5), it was chosen as $\epsilon = 0.1$. The other parameters were chosen to try the fastest convergence to the global minimum and they are reported in Table 6. Note that, with this value of $\beta$, only trajectories generated by CG1, CG2 and CG5 (which does not have a constant $\beta$) achieve convergence to the global minimum. Of course, it is possible that with another value of the parameter $\beta$, trajectories generated by CG3 and CG4 may converge, but this possibility was not tested. However, such as happens with the experiments reported in the former subsections, the convergence of the trajectories generated by the CG algorithms is faster than the convergence of their gHBF, MI and DIN competitors.

Figure 25 shows the value of the Ackley function versus time and the error norms of the trajectories versus time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN for the initial value of the control variable $u_0_i = 20$. The parameters were chosen by hand tuning in such a way
to achieve convergence to the global minimum, in the cases where it was possible, and to achieve the fastest convergence. These parameters are reported in Table 6. Note that only the trajectories generated by MI1 and DIN converge to the global minimum. It was not possible to find parameters by hand tuning to achieve convergence of the trajectories generated by the other algorithms.

Figure 26 shows the value of the Ackley function and the error norms versus time for the trajectories generated by the gHBF algorithms for the initial value of the control variable $u_{0_i} = 20$. In the algorithms that have a constant parameter $\gamma$ (HBF, HBF1, HBF2, HBF3 and HBF4) it was chosen as $\gamma = 2$. In the algorithms that have a parameter $\epsilon$ (HBF1, HBF3, HBF5 and HBF6), it was chosen as $\epsilon = 0.1$. The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 6. It was not possible to find parameters by hand tuning to achieve convergence to the global minimum for the algorithms HBF4 and HBF5. Another once, it is possible that with a different value of the parameter $\gamma$, the trajectory generated by HBF4 converges to the global minimum, but this possibility was not tested. All the trajectories that converge to the global minimum do it faster than the trajectory generated by the HBF algorithm.

Figure 27 shows the value of the function and the error norms versus time for the trajectories generated by the CG algorithms for the initial value of the control variable $u_{0_i} = 20$. In the algorithms that have a constant parameter $\beta$ (CG1, CG2, CG3 and CG4), it was chosen as $\beta = 2$ for comparative purposes with respect to the trajectories generated by the gHBF algorithms with the same value of the parameter $\gamma$, which are showed in figure 26. In the algorithms that have a parameter $\epsilon$ (CG1, CG3 and CG5), it was chosen as $\epsilon = 0.1$. The other parameters were chosen to try the fastest convergence to the global minimum and they are reported in Table 6. Note that all the trajectories converge to the global minimum and very much faster than their gHBF, MI and DIN competitors.

Table 6 reports the parameters used by the algorithms with the Ackley function.

Figure 25: Value of the Ackley function and error norms vs. time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN. Initial point $x_{0_i} = -10$, initial value of the control variable $u_{0_i} = 20$ for all $i \in \{1, \cdots, 10\}$. 
Figure 26: Value of the Ackley function and error norms vs. time for the trajectories generated by the gHBF algorithms with $\gamma = 2$. Initial point $x_{0i} = -10$, initial value of the control variable $u_{0i} = 20$ for all $i \in \{1, \cdots, 10\}$.

Figure 27: Value of the Ackley function and error norms vs. time for the trajectories generated by the CG algorithms with $\beta = 2$. Initial point $x_{0i} = -10$, initial value of the control variable $u_{0i} = 20$ for all $i \in \{1, \cdots, 10\}$.
Table 6: Parameters used by the algorithms in the experiments reported in section 4.4 with the Ackley function, where - means that the trajectory does not converge to a minimum in 10 s.

| Algorithm | Parameters | Ackley
|-----------|------------|------------|
| MI1       | $\kappa = 5.2$ | $\kappa = 20.4$
| MI2       | $\kappa = 18$ | -
| MI3       | - | -
| MI4       | - | -
| MI5       | $\gamma = 0.4$, $a = 0.5$, $b = 1$ | -
| DIN       | $a = 1$, $b = 0.3$ | $a = 2$, $b = 0.4$
| MI1       | $\kappa = 5.2$ | $\kappa = 20.4$
| MI2       | $\kappa = 18$ | -
| MI3       | - | -
| MI4       | - | -
| MI5       | $\gamma = 0.4$, $a = 0.5$, $b = 1$ | -
| DIN       | $a = 1$, $b = 0.3$ | $a = 2$, $b = 0.4$

**HBF**

| Algorithm | Parameters | Ackley
|-----------|------------|------------|
| HBF1      | $\gamma = 1$, $\epsilon = 0.1$ | -
| HBF2      | $\gamma = 1$, $\kappa = 0.3$ | $\gamma = 2$, $\kappa = 0.6$
| HBF3      | $\gamma = 1$, $\kappa = 1.5$, $\epsilon = 0.1$ | $\gamma = 2$, $\kappa = 0.5$, $\epsilon = 0.1$
| HBF4      | $\gamma = 1$, $\kappa = 0.2$ | -
| HBF5      | $\alpha = 120$, $\beta = 230$, $\epsilon = 0.1$ | $\alpha = 607$, $\beta = 986$, $\epsilon = 0.1$

**HBF6**

| Parameters | Ackley
|------------|------------|
| $\mu_1 = 10$, $\mu_2 = 0.3$ | $\epsilon = 0.1$
| $a = 1$ | $\mu_1 = 3.5$, $\mu_2 = 0.9$
| $a = 2$ | $\alpha = 1$

**CG1**

| Parameters | Ackley
|------------|------------|
| $\beta = 1$, $\epsilon = 0.1$ | $\beta = 2$, $\epsilon = 0.1$
| $\alpha = 1$ | $\beta = 2$, $\kappa = 3.2$
| $\alpha = 1$ | $\beta = 2$, $\kappa = 3.2$
| $\alpha = 1$ | $\beta = 2$, $\kappa = 11.6$
| $\alpha = 1$ | $\beta = 2$, $\kappa = 0.6$

**CG5**

| Parameters | Ackley
|------------|------------|
| $\epsilon = 0.1$, $\alpha = 2.5$, $\beta = 285$ | $\epsilon = 0.1$, $\alpha = 9.5$, $\beta = 3000$
Figure 28: Value of the Griewank function and error norms vs. time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 20$ for all $i \in \{1, \cdots, 10\}$.

4.5 Simulations with the Griewank function

The Griewank function can be expressed as:

$$
\phi(x) = \frac{1}{4000} \sum_{i=1}^{N} x_i^2 - \prod_{i=1}^{N} \cos \left( \frac{x_i}{\sqrt{i}} \right) + 1 \quad : \mathbb{R}^{N} \rightarrow \mathbb{R} 
$$

where $N$ is the number of variables which was chosen as $N = 10$ for the numerical experiments reported here.

The Griewank function has several local minima and a unique global minimum at $x^* = 0$. The value of the function at the global minimum is $\phi(x^*) = 0$. In all the experiments reported here, the initial point was chosen as $x_0 = -20$ and the initial value of the control variable as $u_0 = 20$ and $u_0 = 30$, for all $i \in \{1, \cdots, N\}$.

Figure 28 shows the value of the Griewank function versus time and the error norms of the trajectories versus time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN for the initial value of the control variable $u_0 = 20$. The parameters of the algorithms were chosen by hand tuning in such a way to achieve convergence to the global minimum, in the cases where it was possible, and to achieve the fastest convergence. These parameters are reported in Table 7. Note that, such as happened with the Ackley function (figure 22), only MI1 and DIN converge to the global minimum, and in this case it was not possible to find parameters by hand tuning to achieve convergence of the trajectories generated by MI2, MI3, MI4 and MI5.

Figure 29 shows the value of the function and the error norms versus time for the trajectories generated by the gHBF algorithms for the initial value of the control variable $u_0 = 20$. In the algorithms that have a constant parameter $\gamma$ (HBF, HBF1, HBF2, HBF3 and HBF4) it was chosen as $\gamma = 1$. In all the algorithms that have a parameter $\epsilon$ (HBF1, HBF3, HBF5 and HBF6), it was chosen as $\epsilon = 0.1$. The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 7. All the trajectories converge to the global minimum, but approximately at the same time that the one generated by the
Figure 29: Value of the Griewank function and error norms vs. time for the trajectories generated by the gHBF algorithms with $\gamma = 1$. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 20$ for all $i \in \{1, \ldots, 10\}$.

Figure 30: Value of the Griewank function and error norms vs. time for the trajectories generated by the CG algorithms with $\beta = 1$. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 20$ for all $i \in \{1, \ldots, 10\}$.

HBF algorithm.

Figure 30 shows the value of the function and the error norms versus time for the trajectories generated by the CG algorithms for the initial value of the control variable $u_0 = 20$. In the algorithms that have a constant parameter $\beta$ (CG1, CG2, CG3 and CG4), it was chosen as $\beta = 1$ to compare with the trajectories generated by the gHBF algorithms, with the same value of the parameter $\gamma$, and showed in figure 29. In all the algorithms that have a parameter $\epsilon$ (CG1, CG3 and CG5), it was chosen as $\epsilon = 0.1$. The other parameters were chosen to try the fastest convergence and they are reported in Table 7. Note that, excepting the trajectory generated by the CG1 algorithm, the others converge to the global minimum very much faster than their gHBF and DIN competitors.

Figure 31 shows the value of the Griewank function versus time and the error norms of the trajectories versus time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN for the initial value of the control variable $u_0 = 30$. The parameters of the algorithms were chosen by hand tuning in such a way to achieve convergence to the global minimum, in the cases where it was possible, and to achieve the fastest convergence. These parameters are
Figure 31: Value of the Griewank function and error norms vs. time for the trajectories generated by the algorithms MI1, MI2, MI3, MI4, MI5 and DIN. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 30$ for all $i \in \{1, \cdots, 10\}$.

Figure 32: Value of the Griewank function and error norms vs. time for the trajectories generated by the gHBF algorithms with $\gamma = 1.5$. Initial point $x_0 = -20$, initial value of the control variable $u_0 = 30$ for all $i \in \{1, \cdots, 10\}$.

reported in Table 7. Note that, such as happened with the Ackley function (figure 22) and in the former case (figure 28), only MI1 and DIN converge to the global minimum, and in this case it was not possible to find parameters by hand tuning to achieve convergence of the trajectories generated by MI2, MI3, MI4 and MI5.

Figure 32 shows the value of the function and the error norms versus time for the trajectories generated by the gHBF algorithms for the initial value of the control variable $u_0 = 30$. In the algorithms that have a constant parameter $\gamma$ (HBF, HBF1, HBF2, HBF3 and HBF4) it was chosen as $\gamma = 1.5$. In all the algorithms that have a parameter $\epsilon$ (HBF1, HBF3, HBF5 and HBF6), it was chosen as $\epsilon = 0.1$. The other parameters were chosen by hand tuning in such a way to achieve the fastest convergence to the global minimum. These parameters are reported in Table 7. All the trajectories converge to the global minimum, but approximately at the same time that the one generated by the HBF algorithm.

Figure 33 shows the value of the function and the error norms versus time
Figure 33: Value of the Griewank function and error norms vs. time for the trajectories generated by the CG algorithms with $\beta = 1.5$. Initial point $x_0_i = -20$, initial value of the control variable $u_0_i = 30$ for all $i \in \{1, \cdots, 10\}$.

for the trajectories generated by the CG algorithms for the initial value of the control variable $u_0 = 30$. In the algorithms that have a constant parameter $\beta$ (CG1, CG2, CG3 and CG4), it was chosen as $\beta = 1.5$ to compare with the trajectories generated by the gHBF algorithms, with the same value of the parameter $\gamma$, and showed in figure 32. In all the algorithms that have a parameter $\epsilon$ (CG1, CG3 and CG5), it was chosen as $\epsilon = 0.1$. The other parameters were chosen to try the fastest convergence and they are reported in Table 7. Note that the trajectory generated by the CG2 algorithm converges to the global minimum very much faster than their gHBF and DIN competitors.

Table 7 reports the parameters used by the algorithms with the Griewank function.

4.6 Comparative analysis of the performances of the algorithms

To make a comparative analysis of the performance of the algorithms, two times of convergence are presented in Table 8. These two times refer to when the trajectories generated by the algorithms get into and remain inside $B(x^*, 0.8)$ and $B(x^*, 0.1)$; that is, since $x^* = 0$ in all the functions, the times $t_{c1}$ and $t_{c2}$ such that $\|x(t)\| < 0.8$ for all $t > t_{c1}$ and $\|x(t)\| < 0.1$ for all $t > t_{c2}$, respectively.

The behavior of the trajectories generated by the algorithms presented here, tested with this small suite of benchmark functions, and showed in figures 4 to 26, as well as the times of convergence reported in Table 8, lead us to some conclusions.

The MI algorithms have the simplest structure, in general with only one parameter to adjust. However, only MI1 presents convergence in all the cases tested, and, excepting with the inverted camelback function, convergence is fast and with a good transient.

The trajectories generated by the DIN algorithm converge in almost all the cases tested, and, excepting for the Rastrigin function, a little faster than those
Table 7: Parameters used by the algorithms in the experiments reported in section 4.5 with the Griewank function, where - means that the trajectory does not converge to a minimum in 10 s.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBF1</td>
<td>$\gamma = 1$, $\epsilon = 0.1$</td>
</tr>
<tr>
<td>HBF2</td>
<td>$\gamma = 1$, $\epsilon = 0.2$</td>
</tr>
<tr>
<td>HBF3</td>
<td>$\gamma = 1$, $\beta = 1$</td>
</tr>
<tr>
<td>HBF4</td>
<td>$\gamma = 1$, $\beta = 1$</td>
</tr>
<tr>
<td>CG1</td>
<td>$\alpha = 1$, $\beta = 1$</td>
</tr>
<tr>
<td>CG2</td>
<td>$\beta = 1$, $\kappa = 7$</td>
</tr>
<tr>
<td>CG3</td>
<td>$\beta = 1$, $\kappa = 40$</td>
</tr>
<tr>
<td>CG4</td>
<td>$\kappa = 1.49$, $b = 57$</td>
</tr>
</tbody>
</table>

Table 8: Times of convergence of the trajectories for the experiments reported here, expressed in s. Convergence occurs when $\|x(t_c) - x^*\| < \delta$, and remains for all $t > t_c$, where the first time corresponds to $\delta = 0.8$ and the second time corresponds to $\delta = 0.1$. $x_0 = [2 1]^T$, $x_0 = [-1.5 -1.5]^T$, $x_0 = [1.7475 -0.8737]^T$ and - means that the trajectory does not achieve the goal in 10 s. The fastest times in each case are boldfaced.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>HBF1</th>
<th>HBF2</th>
<th>HBF3</th>
<th>HBF4</th>
<th>CG1</th>
<th>CG2</th>
<th>CG3</th>
<th>CG4</th>
<th>CG5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>1.41</td>
<td>1.87</td>
<td>1.34</td>
<td>2.06</td>
<td>1.88</td>
<td>1.5</td>
<td>1.46</td>
<td>1.72</td>
<td>1.47</td>
</tr>
<tr>
<td>$x_0$</td>
<td>1.34</td>
<td>3.06</td>
<td>1.29</td>
<td>2.50</td>
<td>1.58</td>
<td>1.7</td>
<td>1.68</td>
<td>1.81</td>
<td>1.70</td>
</tr>
<tr>
<td>$x_0$</td>
<td>1.34</td>
<td>3.06</td>
<td>1.29</td>
<td>2.50</td>
<td>1.58</td>
<td>1.7</td>
<td>1.68</td>
<td>1.81</td>
<td>1.70</td>
</tr>
<tr>
<td>$x_0$</td>
<td>1.34</td>
<td>3.06</td>
<td>1.29</td>
<td>2.50</td>
<td>1.58</td>
<td>1.7</td>
<td>1.68</td>
<td>1.81</td>
<td>1.70</td>
</tr>
<tr>
<td>$x_0$</td>
<td>1.34</td>
<td>3.06</td>
<td>1.29</td>
<td>2.50</td>
<td>1.58</td>
<td>1.7</td>
<td>1.68</td>
<td>1.81</td>
<td>1.70</td>
</tr>
</tbody>
</table>
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generated by the traditional HBF algorithm. With the inverted camelback function from $x_0 = [2 1]^{T}$, the trajectory converges to the closer local minimum excepting that a very small value of the parameter $b$ were used, and in this case the algorithm becomes similar to the HBF, zeroing the spatial damping term.

Among the gHBF algorithms, the HBF1, HBF2, HBF3 and HBF6 presented good performances, converging in almost all the cases tested. However, in HBF2 and HBF3, in some cases it was necessary to choose very small values of the parameter $\kappa$, so the parameter $\mu$ approximates to one and the algorithms becomes similar to the HBF. The HBF1 and HBF6 present the lowest times of convergence, lower than the times presented by the HBF algorithm.

All the CG algorithms presented good performances and fast times of convergence. In the majority of the cases, they are very much faster than the trajectories generated by the gHBF algorithms with the same value of the friction parameter ($\gamma$ in the gHBF, and $\beta$ in the CG). The best performances were presented by CG2 and CG5.

Finally, we note that with the Ackley function, from the initial point and with the initial values of the control variable chosen, and with the values of the parameters used, several algorithms did not achieve convergence, with both of the used criterions. Once again, we emphasize that it is possible that from another initial point, with another initial value of the control variable, or a different value of the friction parameter ($\gamma$ in gHBF and $\beta$ in CG) the goal may be achieved. This possibility was not tested. With the Griewank function, with the initial value of the control variable $u_0 = 20$, we note that several trajectories get into $B(x^*, 0.8)$, but only two of them (DIN and CG2) get into $B(x^*, 0.1)$ until 10 s, the final time used in the experiments. With the initial value of the control variable $u_0 = 30$, it only happens with the MI1 algorithm.

4.7 Analysis of the discontinuities of the trajectories

The algorithms deduced here are characterized by continuous time ODEs. These algorithms generate continuous trajectories from an initial point $x_0$ to, if convergence is achieved, the global minimum $x^*$. It is true even in the cases where the update law of the state variable is discontinuous. For example, the first order ODE with a discontinuous update law:

$$\dot{x} = -\text{sgn}(x)$$

generates a continuous trajectory along the time from an initial point $x_0$ given by:

$$x(t) = x_0 - \text{sgn}(x_0)t$$

which converges to the equilibrium point $x = 0$. One notable feature presented by ODEs with discontinuous right-hand side is that they can present convergence in finite time; in this case, the convergence time is $T = \max_i |x_{0i}|$.

The notable features, true for many vector ODEs with discontinuous right-hand sides, are the finite time convergence and the fact that there is a continuous solution from the initial condition to the equilibrium point (see [32, 31] for further details).

However, observing the plots presented in the experiments reported here, we note that there are several discontinuous trajectories. This phenomenon is due to the discretization of the algorithms made with the forward Euler method.
with a constant step size \( h = 0.01 \, \text{s} \). This means that the state variables are calculated as:

\[
x_{k+1} = x_k + h \dot{x}
\]

where \( k \) is a natural number, such that \( t = kh \).

We also note that, in the cases where the update law of the state variable \( \dot{x} = u \), there are no discontinuous trajectories, independently of the update law of the control variable \( \dot{u} \), whereas in the cases where the update law \( \dot{x} \neq u \), for example, in the CGs cases where \( \dot{x} = \alpha(x, u)u \), discontinuous trajectories can be produced (if \( \alpha(x, u) \) is large enough). This means that, from the discretized state \( x_k \), the next state \( x_{k+1} \) is calculated as \( x_{k+1} = x_k + ho(x_k, u_k)u_k \) and, if the product \( ho(x_k, u_k)u_k \) is large enough, then this large jump occurs in the discrete state.

The discontinuities in the trajectories are not necessarily an undesirable feature. We note that this is exactly the reason because the convergence of some trajectories generated by the CG method is very much faster than those generated by its competitors.

In order to get a better feel for the interplay between the choice of the step size \( h \) and the switching law \( \alpha(\cdot, \cdot) \), the scalar function (56) will be used. Figure 34 shows the value of the objective function vs. the trajectories generated by the two fastest algorithms, CG1 and MI5 with a step size \( h = 0.01 \, \text{s} \) and the same values of the parameters and initial conditions than those used in the former simulations. These trajectories converge to a ball \( B(x^*, 0.8) \) in 0.1 \( \text{s} \) and 0.24 \( \text{s} \), respectively (see Table 8).

Note that the discontinuities in the trajectories are exactly what seem to speed up the convergence, reaching a point close to \( x^* \) very fast (actually, 0.03 \( \text{s} \), before initiating a continuous trajectory to the minimum point).

Figure 35 shows the trajectories generated by the CG1 algorithm from the initial point \( x_0 = -20 \), with initial value of the control variable \( u_0 = 10 \), and the parameters \( \beta = 10 \), \( \epsilon = 0.1 \) and \( \alpha = 34.1 \) if \( \nabla^T \phi u > \epsilon \) and \( \alpha = 1 \) if \( \nabla^T \phi u \leq \epsilon \), but discretized with step sizes \( h = 0.1, 0.05, \) and 0.01, respectively. The figure shows clearly that for a fixed value of the parameter \( \alpha(x_k, u_k) \), the greater the value of the step size \( h \), the greater the initial jump in the trajectory. For example, from the initial conditions, with \( \alpha(x_0, u_0) \), the step size \( h = 0.1 \)
Figure 35: Trajectories generated by CG1 with the scalar function and value of the function vs. number of iteration $k$ using step sizes $h = 0.1, 0.05$ and $0.01$, with $x_0 = -20$ and $u_0 = 10$.

Figure 36: Trajectories generated by the CG algorithms for the camelback function in 3D, where the gray surface represents the value of the function. Initial point $x_0 = [2, 1]^T$, initial value of the control variable $u_0 = [0, 0]^T$.

produces the greater jump. Thus if $\alpha, \beta,$ and $u_0$ are adequately chosen, so that the large jump takes the state close to the global minimum, which also means that convergence is the fastest.

Figure 36 shows the trajectories generated by the CG algorithms with the inverted camelback function as objective function from the initial point $x_0 = [2, 1]^T$ in a three-dimensional plot. The figure to the right is a zoom of the one on the left, in order to visualize the discontinuities in some trajectories (specially, in those generated by CG1, CG3 and CG4). The figure shows the gray surface which represents the value of the objective function and the colored trajectories.

Note that the trajectory which seems to present more discontinuities (CG4) is that with fastest time of convergence ($0.03$ s to get into a ball $B(x^*, 0.8)$).

Figure 37 shows the trajectories generated by the CG algorithms with the inverted camelback function as objective function from the initial point $x_0 = [-1.5, -1.5]^T$ in a three-dimensional plot. The figure to the left has the opposite view point of the right one.

Note that, also here, the trajectory which seems to present more discontinuities (CG4) is one of the fastest ($0.11$ s to get into a ball $B(x^*, 0.8)$).
Figure 37: Trajectories generated by the CG algorithms for the camelback function in 3D, where the gray surface represents the value of the function. Initial point $x_0 = [-1.5 -1.5]^T$, initial value of the control variable $u_0 = [1 1]^T$.

The discontinuities presented by some of the trajectories generated by the CG algorithms seems to be the main reason for their fast convergence to the minimum point.

4.8 Application with an unknown objective function

When the goal is to find the minimum of an unknown scalar objective function $\phi(x) : \mathbb{R}^n \rightarrow \mathbb{R}$, a strategy can be to choose several initial points $x_0$ with several initial values of the control variable $u_0$. From every initial point and with every initial value of the control variable, one algorithm is used with different values of the parameters, computing at each execution the minimal point founded. Of course, it is not guaranteed that the minimum founded is the global minimum of the function, but as greater the number of initial points and the number of the initial values of the control variable, the greater the possibility of finding the global minimum of the objective function.

As illustrative examples, the CG2 algorithm is chosen, because it has only two parameters to adjust and it presented an excellent performance with all the functions used in the former subsections, and for comparison the traditional HBF algorithm. The objective function chosen is the Rastrigin function (58) with 10 variables; this function presents a global minimum at $x^* = 0$ and the value of the function at the global minimum is $\phi(x^*) = -N = -10$.

Four initial points and four initial values of the control variable were used in this example. They are:

- $x_{01} = u_{01} = [10 10 10 10 -10 -10 -10 -10 -10 -10]^T$
- $x_{02} = u_{02} = [-10 -10 -10 -10 -10 10 10 10 10 10]^T$
- $x_{03} = u_{03} = [10 10 10 10 10 10 10 10 10 10]^T$
- $x_{04} = u_{04} = [-10 -10 -10 -10 -10 -10 -10 -10 -10 -10]^T$

The parameter $\gamma$ in the HBF algorithm was adjusted by hand tuning in such a way to achieve the fastest convergence to the global minimum (which is a priori known in this example). In the CG2 algorithm, 225 different values of the parameter $\kappa$ and 225 different values of the parameter $\beta$, both of them ranging from 0.1 to 1000, were tested, and the fastest convergence to the minimum value reached by the trajectories was recorded.
Table 9: Parameters and time of convergence, expressed in s, of the algorithms HBF and CG2 from each initial point and with each initial value of the control variable. Convergence occurs when $\|x(t_c) - x^*\| < \delta$, and remains for all $t > t_c$, where $t_1$ corresponds to $\delta = 0.8$ and $t_2$ corresponds to $\delta = 0.1$.

<table>
<thead>
<tr>
<th></th>
<th>HBF</th>
<th></th>
<th>CG2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\gamma$</td>
<td>$\beta$</td>
<td>$\kappa$</td>
</tr>
<tr>
<td>$x_0$, $u_{0_1}$</td>
<td>2.3</td>
<td>82.5</td>
<td>115</td>
</tr>
<tr>
<td>$x_0$, $u_{0_2}$</td>
<td>2.3</td>
<td>97.5</td>
<td>95</td>
</tr>
<tr>
<td>$x_0$, $u_{0_3}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_0$, $u_{0_4}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{1_1}$, $u_{1_0}$</td>
<td>2.3</td>
<td>82.5</td>
<td>115</td>
</tr>
<tr>
<td>$x_{1_2}$, $u_{1_1}$</td>
<td>2.3</td>
<td>97.5</td>
<td>95</td>
</tr>
<tr>
<td>$x_{1_3}$, $u_{1_2}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{1_4}$, $u_{1_3}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{2_1}$, $u_{2_0}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{2_2}$, $u_{2_1}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{2_3}$, $u_{2_2}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{2_4}$, $u_{2_3}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{3_1}$, $u_{3_0}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{3_2}$, $u_{3_1}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{3_3}$, $u_{3_2}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{3_4}$, $u_{3_3}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{4_1}$, $u_{4_0}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{4_2}$, $u_{4_1}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{4_3}$, $u_{4_2}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
<tr>
<td>$x_{4_4}$, $u_{4_3}$</td>
<td>2.2</td>
<td>29</td>
<td>205</td>
</tr>
</tbody>
</table>

From every initial point and with every initial value of the control variable, both of the algorithms achieve the global minimum. The results are reported in Table 9. Note that, once again, the times of convergence of the trajectories generated by the CG2 algorithms are very much lower than the times of convergence of the trajectories generated by the traditional HBF algorithm.

5 Conclusions

The second order continuous time algorithms proposed in this paper, adequate for implementation as neural networks, were able to find minima of nonconvex scalar functions in a satisfactory way. The algorithms were tested with a small suite of benchmark functions. They were the shifted sinc function, inverted camelback, Rastrigin, Ackley and Griewank, which are all multimodal and have a unique finite global minimum.

The interpretation of the algorithms as closed loop control system has the advantage of to offer powerful tools for the design of new algorithms as well as for the analysis of the behavior of the existing ones. One tool, systematically used in this paper, is the control Liapunov function method. The algorithms deduced here are only some of the simplest examples which could be deduced using this method.

The authors feel that second-order neural networks, systematically designed using the powerful CLF technique, are promising, although more extensive numerical testing needs to be carried out, including the possibility of random initialization of parameters, instead of hand tuning, and combination with other
randomization methods to generate new starting points, such as the differential evolution (DE) method. Some preliminary progress in this area, using a combination of the Snyman-Fatti heavy ball method and a DE method has been made ([33]) and these ideas could be applied to propose a hybrid of DE and CG nets.

Comparing the performances of the different algorithms, we note that the goal of bypassing local minima is achieved only by some of the new algorithms and only after a careful adjustment of the parameters. However, this possibility of adjusting parameters does represent an advantage compared with algorithms based on first order ODEs, which will always stop at local minima, no matter what parameters are chosen.

This is a well known drawback of deterministic schemes for global minimization, but two observations are important here. First, it should be noted that this possibility of adjusting parameters is an advantage compared with neural nets based exclusively on gradient information (first-order ODEs in general), the trajectories of which will usually converge to local minima. Second, the numerical experiments carried out, although on a small set of benchmark functions, indicate that a few random initializations are usually sufficient to find suitable parameter values, so that a hybrid net (random initializations, followed by deterministic trajectory following) seems to have good potential for fast convergence to a global minimum, with fewer function evaluations and less computational burden compared to heuristic probabilistic algorithms, such as genetic algorithms.

Of the seventeen different nets tested (five MI, DIN, six gHBF and five CG), only the CG net presented very good behavior on all of the benchmark examples on which all the algorithms were tested, showing fast convergence and good transients and accuracy.

The CG method, with the $x$-dynamics being directly affected by the discontinuous switching law in $\alpha$ does better than the gHBF methods, in which the CLF designed discontinuous switching law directly affects the $u$-dynamics, while the $x$-dynamics are affected only after integration (hence in a continuous fashion).

In the light of the results obtained in this paper, the proposed CG net seem to be consistently better than the heavy ball method and its variants, which have received much attention in the literature. Further research on initialization of the CG net so as to promote convergence to the global minimum with a high probability needs to be carried out, and a theoretical analysis of the rate of convergence still needs to be carried out.

We end with a quote from Bertsekas [34, p.75] and a reflection: Generally, there is a tendency to think that difficult problems should be addressed with sophisticated methods, such as Newton-like methods. This is often true, particularly for problems with nonsingular local minima that are poorly conditioned. However, it is important to realize that often the reverse is true, namely that for problems with “difficult” cost functions and singular local minima, it is best to use simple methods such as (perhaps diagonally scaled) steepest descent with simple stepsize rules such as a constant or diminishing step size. The reason is that methods that use sophisticated descent directions and stepsize rules often rely on assumptions that are likely to be violated in difficult problems. We also note that for difficult problems, it may be helpful to supplement the steepest descent method with features that allow it to deal better with multiple local minima.
and peculiarities of the cost function. An often useful modification is the heavy ball method ....
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